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Organizer and Program Chair: Aurel A. Lazar (Columbia University)

The goal of the workshop is to bring together researchers interested in developing executable models of neural computation/processing
of the brain of model organisms. Of interest are models of computation that consist of elementary units of processing using brain
circuits and memory elements. Elementary units of computation/processing include population encoding/decoding circuits with
biophysically-grounded neuron models, non-linear dendritic processors for motion detection/direction selectivity, spike processing and
pattern recognition neural circuits, movement control and decision-making circuits, etc. Memory units include models of spatio-
temporal memory circuits, circuit models for memory access and storage, etc. A major aim of the workshop is to explore the
integration of various sensory and control circuits in higher brain centers.

Program Overview

Monday 09:00 AM - 05:30 PM

09:00 AM - 09:45 AM Stephen Plaza (HHMI Janelia), A Connectome of the Fly Central Brain and Implications for Analysis

09:45 AM - 10:30 AM Viren Jain (Google AI), Synapse-Resolution Connectomics and Circuit Biology in Fly, Bird, and Human Brains

10:30 AM - 11:00 AM Co↵ee Break

11:00 AM - 11:45 AM Nathan W. Gouwens (Allen Institute), Cell Type Classification and Multi-modal Correspondence in Mouse Visual Cortex

11:45 AM - 12:30 PM Saskia E.J. de Vries (Allen Institute), A Large-Scale Standardized Physiological Pipeline Reveals Functional Organization of the Mouse Visual Cortex

12:30 PM - 02:00 PM Lunch Break

02:00 PM - 02:45 PM Mikko I. Juusola (The University of She�eld), Binocular Photoreceptor Microsaccades Give Fruit Fly Hyperacute 3D-Vision

02:45 PM - 03:30 PM Rudy Behnia (Columbia University), Circuit Mechanisms Underlying Chromatic Encoding in the Drosophila Brain

03:30 PM - 04:00 PM Afternoon Break

04:00 PM - 04:45 PM Gaby Maimon (The Rockefeller University), What Does a Cognitive Goal Look Like in the Brain?

04:45 PM - 05:30 PM H. Sebastian Seung (Princeton University), Functional Modules of Brainstem Interneuron Circuits Revealed by Analysis of Local Connectivity

Tuesday 09:00 AM - 05:30 PM

09:00 AM - 09:45 AM Ilona Grunwald Kadow (Technical University of Munich), How States and Needs Shape Odor Perception and Behavior

09:45 AM - 10:30 AM Monica Dus (University of Michigan), Dietary Sugar Inhibits Satiation by Decreasing the Central Processing of Sweet Taste

10:30 AM - 11:00 AM Co↵ee Break

11:00 AM - 11:45 AM Leslie C. Gri�th (Brandeis Univresity), Covert Sleep-Related Biological Processes Are Revealed by Probabilistic Analysis in Drosophila

11:45 AM - 12:30 PM Dmitri B. Chklovskii (Flatiron Institute), A Similarity-preserving Neural Network Trained on Transformed Images Recapitulates Salient Features of the Fly Motion
Detection Circuit

12:30 PM - 02:00 PM Lunch Break

02:00 PM - 02:45 PM Sophie Caron (University of Utah), Biased Randomness, a Connectivity Mechanism for Associative Brain Centers

02:45 PM - 03:30 PM Charles F. Stevens (UCSD), Universality of Information Encoding in Brain Regions Using a Specific Combinatorial Code

03:30 PM - 04:00 PM Afternoon Break

04:00 PM - 05:00 PM Panel Discussion: Are there Evolutionarily-Conserved Computations Mediated by Biological Neural Networks? Moderator: Daniel Gardner (Weill Cornell Medicine)



Monday 9:00 AM - 9:45 AM

A Connectome of the Fly Central Brain and Implications for Analysis

Stephen Plaza, Janelia Research Campus, Ashburn, VA.

Janelia FlyEM and Google produced the largest dense connectome ever consisting of around
25,000 neurons and 20 million synaptic connections in the central fly brain. In this talk,
I will first highlight the various methods that made this reconstruction possible and then
discuss the feasibility and economics of future connectomic efforts. This large connectome
poses many challenges for data interpretation. The second part of this talk will discuss
various considerations for using this data for different types of biological questions. To
simplify data analysis, our team introduces compact data representations and many tools
for navigating the dataset.
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Monday 9:45 AM - 10:30 AM

Synapse-Resolution Connectomics and Circuit Biology in Fly, Bird, and Human
Brains

Viren Jain, Google AI, Mountain View, CA.

The large-scale reconstruction of synaptic-level wiring diagrams remains an attractive tar-
get for achieving greater understanding of nervous systems in health and disease. Progress
has been severely limited due to technical issues involved in the imaging and analysis of
nanometer-resolution brain imaging data. We will discuss recent advances that are driving
order-of-magnitude progress in synapse-resolution connectomics, along with some specific
advances in understanding learning and computation in circuits of fly, bird, and human
brains. This work is done in collaboration with HHMI Janelia, MPI Neurobiology, and
Harvard.
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Monday 11:00 AM - 11:45 AM

Cell Type Classification and Multi-modal Correspondence in Mouse Visual
Cortex

Nathan W. Gouwens, Allen Institute of Brain Science, Seattle, WA

Addressing the complexity of neuronal circuits by classifying cellular components into
meaningful types is an ongoing challenge. Recent single-cell transcriptomic studies have
provided high-dimensional, high-throughput classifications of neocortical neurons. How-
ever, it is unclear to what extent these types are consistent in other domains, such as in
their intrinsic electrophysiological and morphological properties. To investigate this, we
have systematically recorded from mouse visual cortical interneurons labeled by transgenic
lines, followed by morphological reconstruction and transcriptomic analysis when possi-
ble. Our analyses inform cell type classification by characterizing patterns of cell-by-cell
co-variation in gene expression, local morphology, and electrophysiological properties. We
have also used these data to build biophysical models that can populate circuit models
reflecting our current understanding of cortical cell types.
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Monday 11:45 AM - 12:30 PM

A Large-Scale Standardized Physiological Pipeline Reveals Functional Organi-
zation of the Mouse Visual Cortex

Saskia E.J. de Vries, Allen Institute for Brain Science, Seattle, WA.

An important open question in visual neuroscience is how visual information is represented
in cortex. Important results characterized neural coding by assessing the responses to
artificial stimuli, with the assumption that responses to gratings, for example, capture the
key features of neural responses, and deviations, such as extra-classical effects, are relatively
minor. The failure of these responses to have strong predictive power has renewed these
questions. It has been suggested that this characterization of visual responses has been
strongly influenced by the biases inherent in recording methods and the limited stimuli used
in experiments. In creating the Allen Brain Observatory, we sought to reduce these biases
by recording large populations of neurons in the mouse visual cortex using a broad array of
stimuli, both artificial and natural. This open dataset is a large-scale, systematic survey of
physiological activity in the awake mouse cortex recorded using 2-photon calcium imaging.
Neural activity was recorded in cortical neurons of awake mice who were presented a variety
of visual stimuli, including gratings, noise, natural images, and natural movies. This
dataset consists of over 63,000 neurons recorded in over 1300 imaging sessions, surveying
6 cortical areas, 4 cortical layers, and 14 transgenically defined cell types (Cre lines). We
found that visual responses throughout the mouse cortex are highly variable. Using the
joint reliabilities of responses to multiple stimuli, we classify neurons into functional classes
and validate this classification with models of visual responses. Only 10% of neurons
in the mouse visual cortex show reliable responses to all of the stimuli used, and are
reasonably well predicted by linear-nonlinear models. The remaining neurons fall into
classes characterized by responses to specific subsets of the stimuli and the neurons in
the largest class do not reliably responsive to any of the stimuli. These classes reveal a
functional organization within the mouse visual cortex wherein putative dorsal areas show
specialization for visual motion signals.
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Monday 2:00 PM - 2:45 PM

Binocular Photoreceptor Microsaccades Give Fruit Fly Hyperacute 3D-Vision

Mikko I. Juusola, Centre for Cognition in Small Brains, The University of Sheffield.

Neural mechanisms behind stereovision, which requires simultaneous disparity inputs from
two eyes, have remained mysterious. Here we show how ultrafast synchronous mirror-
symmetric photomechanical contractions in the frontal forward-facing left and right eye
photoreceptors give Drosophila super-resolution 3D-vision. By combining in vivo 100-nm-
resolution x-ray imaging with electrophysiology and fly genetics, in vivo high-speed optical
imaging, mathematical modelling and behavioural paradigms, we reveal how these pho-
toreceptor microsaccades - by verging and narrowing the eyes’ overlapping receptive fields
- channel depth information, as phasic binocular image motion disparity signals in time,
to hyperacute stereovision and learning. We further show how peripherally, outside the
stereoscopic sampling, photoreceptor microsaccades match a forward flying fly’s optic flow
field to better resolve the world in motion. These results change our understanding of how
insect compound eyes work, highlight the importance of fast photoreceptor vergence for en-
hancing 3D perception, and suggest coding strategies to improve man-made sensors.
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Monday 2:45 PM - 3:30 PM

Circuit Mechanisms Underlying Chromatic Encoding in the Drosophila Brain.

Rudy Behnia, Department of Neuroscience, Columbia University, New York.

Spectral information is commonly processed in the brain through generation of antagonistic
responses to different wavelengths. In many species, these color opponent signals arise as
early as photoreceptor terminals. Here, we measure the spectral tuning of photoreceptors
in Drosophila. In addition to a previously described pathway comparing wavelengths at
each point in space, we find a horizontal-cell-mediated pathway similar to that found in
mammals. This pathway enables additional spectral comparisons through lateral inhibi-
tion, expanding the range of chromatic encoding in the fly. Together, these two pathways
enable efficient decorrelation and dimensionality reduction of photoreceptor signals while
retaining maximal chromatic information. A biologically constrained model accounts for
our findings and predicts a spatio-chromatic receptive field for fly photoreceptor outputs,
with a color opponent center and broadband surround. This dual mechanism combines
motifs of both an insect-specific visual circuit and an evolutionarily convergent circuit
architecture, endowing flies with the ability to extract chromatic information at distinct
spatial resolutions.
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Monday 4:00 PM - 4:45 PM

What Does a Cognitive Goal Look Like in the Brain?

Gaby Maimon, Laboratory of Integrative Brain Function, The Rockefeller University.

I will discuss a neural circuit that begins to explain how flies compare the angle in which
they are currently oriented in the world with the angle in which they wish to be oriented -
a goal heading angle that they can flexibly change - to determine which way to turn, how
hard to turn, and how fast to walk forward. This detailed circuit in a small brain should
inspire one to think more clearly about how larger mammalian brains, like our own, set
goals and then compel behaviors to achieve those goals.
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Monday 4:45 PM - 5:30 PM

Functional Modules of Brainstem Interneuron Circuits Revealed by Analysis
of Local Connectivity

H. Sebastian Seung, Princeton Neuroscience Institute and Computer Science Depart-
ment, Princeton University.

While sensory and motor nuclei in the brainstem tend to be spatially localized, interneurons
have often appeared relatively “diffuse” in their anatomical organization. Electrophysiolog-
ical and molecular studies have provided evidence for distinct interneuron populations that
are functionally specialized but may overlap in space. Here we demonstrate that interneu-
rons possess a modular organization that is defined by local connectivity and lacks strong
spatial structure. We reconstructed 3000 cells from a 3D electron microscopic image of a
larval zebrafish brainstem, and identified a “core” population with strong recurrent con-
nectivity. We divided the core into two modules with strong connectivity within a module,
and weak connectivity between modules. One module synapses onto the abducens motor
nucleus, and is identified with the velocity-to-position neural integrator for horizontal eye
movements. The other module contains reticulospinal neurons, and is likely to be involved
in body movements. The integrator module is divided into two submodules that appear
specialized for control of the two eyes, judging from their connectivity with the abducens
nucleus. A network model of the integrator based on the observed connectivity reproduces
some empirical aspects of eye position encoding.
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Tuesday 9:00 AM - 9:45 AM

How States and Needs Shape Odor Perception and Behavior

Ilona Grunwald Kadow, School of Life Sciences, Technical University of Munich.

Neuromodulation permits flexibility of synapses, neural circuits and ultimately behavior.
One neuromodulator, dopamine, has been studied extensively in its role as reward signal
during learning and memory across animal species. Newer evidence suggests that dopamin-
ergic neurons (DANs) can modulate sensory perception acutely, thereby allowing an animal
to adapt its behavior and decision-making to its internal and behavioral state. In addition,
some data indicate that DANs are heterogeneous and convey different types of informa-
tion as a population. We have investigated DAN population activity and how it could
encode relevant information about sensory stimuli and state by taking advantage of the
confined anatomy of DANs innervating the mushroom body (MB) of the fly Drosophila
melanogaster. Using in vivo calcium imaging and a custom 3D image registration method,
we find that the activity of the population of MB DANs is predictive of the innate valence
of an odor as well as the metabolic and behavioral state of the animal, suggesting that dis-
tinct DAN population activities encode innate odor valence, movement and physiological
state in a MB compartment specific manner. This information could influence perception
and state-dependent decision making as suggested by behavioral analysis. We propose
that dopamine shapes innate odor perception through combinatorial population coding of
sensory valence, physiological and behavioral context.
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Tuesday 9:45 AM - 10:30 AM

Dietary Sugar Inhibits Satiation by Decreasing the Central Processing of Sweet
Taste

Monica Dus, Dept. of Molecular, Cellular, and Developmental Biology, University of
Michigan, Ann Arbor, MI.

From humans to flies, exposure to diets rich in sugar and fat lowers taste sensation, changes
food choices, and promotes feeding. However, how these peripheral alterations influence
eating is unknown. Here we used the genetically tractable organism D. melanogaster to
define the neural mechanisms through which this occurs. We characterized a population
of protocerebral anterior medial dopaminergic neurons (PAM DANs) that innervates the
β′2 compartment of the mushroom body and responds to sweet taste. In animals fed a
high sugar diet, the response of PAM-β′2 to sweet stimuli was reduced and delayed, and
sensitive to the strength of the signal transmission out of the sensory neurons. We found
that PAM-β′2 DANs activity controls feeding rate and satiation: closed-loop optogenetic
activation of β′2 DANs restored normal eating in animals fed high sucrose. These data
argue that diet-dependent alterations in taste weaken satiation by impairing the central
processing of sensory signals.
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Tuesday 11:00 AM - 11:45 AM

Covert Sleep-Related Biological Processes Are Revealed by Probabilistic Anal-
ysis in Drosophila

Leslie C. Griffith, Department of Biology and Volen National Center for Complex Sys-
tems, Brandeis University, Waltham, MA.

Sleep pressure and sleep depth are key regulators of wake and sleep. Current methods
of measuring these parameters in Drosophila melanogaster have low temporal resolution
and/or require disrupting sleep. Here we report novel analysis tools for high-resolution,
non-invasive measurement of sleep pressure and depth from movement data. Probability
of initiating activity, P(Wake), measures sleep depth while probability of ceasing activity,
P(Doze), measures sleep pressure. In vivo and computational analyses show that P(Wake)
and P(Doze) are largely independent and control the amount of total sleep. We also
develop a Hidden Markov Model that allows visualization of distinct sleep/wake substates.
These hidden states have a predictable relationship with P(Doze) and P(Wake) suggesting
the methods capture the same behaviors. Importantly, we demonstrate that both the
Doze/Wake probabilities and sleep/wake substates are tied to specific biological processes.
These new metrics provide greater mechanistic insight into behavior than measuring the
amount of sleep alone.
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Tuesday 11:45 AM - 12:30 PM

A Similarity-preserving Neural Network Trained on Transformed Images Re-
capitulates Salient Features of the Fly Motion Detection Circuit

Dmitri ‘Mitya’ Chklovskii, Flatiron Institute, Simons Foundation.

Learning to detect content-independent transformations from data is one of the central
problems in biological and artificial intelligence. An example of such problem is unsuper-
vised learning of a visual motion detector from pairs of consecutive video frames. Rao and
Ruderman formulated this problem in terms of learning infinitesimal transformation op-
erators (Lie group generators) via minimizing image reconstruction error. Unfortunately,
it is difficult to map their model onto a biologically plausible neural network (NN) with
local learning rules. Here we propose a biologically plausible model of motion detection.
We also adopt the transformation-operator approach but, instead of reconstruction-error
minimization, start with a similarity-preserving objective function. An online algorithm
that optimizes such an objective function naturally maps onto an NN with biologically
plausible learning rules. The trained NN recapitulates major features of the well-studied
motion detector in the fly. In particular, it is consistent with the experimental observa-
tion that local motion detectors combine information from at least three adjacent pixels,
something that contradicts the celebrated Hassenstein-Reichardt model.

Joint work with Yanis Bahroun and Anirvan Sengupta.
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Tuesday 2:00 PM - 2:45 PM

Biased Randomness, a Connectivity Mechanism for Associative Brain Cen-
ters

Sophie Caron, Department of Biology, University of Utah, Salt Lake City, UT.

Uncovering fundamental mechanisms of neuronal connectivity that enable associative brain
centers to learn efficiently is an important goal of neuroscience. In the Drosophila melanogaster
mushroom body, the constituent Kenyon cells receive input from olfactory projection neu-
rons. Each projection neuron connects to one of the fifty-one glomeruli in the antennal
lobe, an olfactory processing center. We and others have shown that these connections are
unstructured in that there are no sets of glomeruli converging preferentially onto a given
Kenyon cell. However, we found that the glomeruli are not represented with equal frequency
among Kenyon cell inputs. Overrepresented glomeruli form many more connections than
expected under a uniform distribution of inputs, whereas underrepresented glomeruli form
far fewer connections than expected. We hypothesize that this non-uniform distribution,
which we termed ‘biased randomness’, serves an important biological function. We are
testing this hypothesis using two strategies. First, using a mathematical model of the
mushroom body as well as in vivo calcium imaging, we demonstrate that, although biases
do not affect the way most odors are represented in the mushroom body, they affect the
way odors detected by only one glomerulus — monoglomerular odors — are represented.
Monoglomerular odors with strong innate valence detected by underrepresented glomeruli
fail to activate Kenyon cells. In contrast, monoglomerular odors with neutral valence de-
tected by overrepresented glomeruli activate large ensembles of Kenyon cells. From these
results, we hypothesize that biases serve two important biological functions: they disable
the representation of odors with strong innate valence while they enable the representa-
tion of neutral odors. Second, we are determining whether and how the biases in Kenyon
cell connectivity we detected in D. melanogaster shift across closely related species. We
mapped the Kenyon cell inputs in Drosophila sechellia, a species that feeds exclusively on
Noni, a fruit with a unique chemical makeup. We observe that, although most biases are
conserved in both species, some biases shift significantly. Namely the glomeruli that show
the largest shifts detect odors that are associated with food sources and oviposition sites.
Glomeruli known to be activated by volatile chemicals found in Noni are overrepresented
in D. sechellia, whereas glomeruli known to be activated by volatile chemicals found in
citrus are overrepresented in D. melanogaster. Altogether, our work supports the idea that
‘biased randomness’ is a wiring mechanism that predisposes associative brain centers to
learn efficiently.

Joint work with Ellis K., Amematsro E., Zavitz D. and Borisyuk A.
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Tuesday 2:45 PM - 3:30 PM

Universality of Information Encoding in Brain Regions Using a Specific Com-
binatorial Code

Charles F. Stevens, The Salk Institute and Kavli Institute for Brain and Mind, UCSD.

Information in the brain is believed to be usually encoded by which neurons are activated
by a stimulus. For example, in the primary visual cortex, the slopes of lines or edges at a
particular location in the visual scene are encoded by which orientation selective neurons
are active in response to the line or edge. In other brain areas, however, many of the same
neurons are activated by every stimulus, so information is encoded not by which neurons
are active but by a pattern of activity in a population of neurons that respond to most
stimuli. Such brain regions use a combinatorial code to distinguish between alternative
stimuli.

An example of such a brain region is the population of projection neurons in the fruit
fly antennal lobe. About a dozen copies of each of about 50 genetically distinct types of
odorant receptor neurons (ORNs) are present in the fly’s nose, and all of the neurons of
the same type project to one of about fifty glomeruli in the antennal lobe. The output
of each antennal lobe glomerulus is one of about 50 types of projection neurons that send
olfactory information about odor type to Kenyon Cells in the mushroom body. Most of
the 50 types of antennal lobe projection neurons fire in response to most odors.

The distribution of firing rates across the antennal lobe responsive projection neurons is
the same for almost all odors: it is an exponential distribution with a mean that is the
same across all odor types. What differs from one odor to the next is not the distribution
of firing rates, but rather is which neurons have which rates in the distribution, so that
odor type is encoded by the pattern of firing rates across projection neurons.

This same combinatorial code is known to be used across two additional brain areas. One
is the mouse olfactory system and the other is the monkey code used for human faces in the
inferotemporal cortex. I will discuss these additional regions and describe the universality
of the code they use.
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Tuesday 4:00 PM - 5:00 PM

Panel Discussion: Are there Evolutionarily-Conserved Computations Mediated
by Biological Neural Networks?

Moderator: Daniel Gardner, Department of Physiology and Biophysics, Weill Cornell
Medicine.

In spite of the many individual successes of computational neuroscience, we incompletely
understand three core, general, principles: what and how neuronal circuits compute,
whether there are small numbers of evolutionarily conserved microcircuits and algorithms
they use, and which nervous system properties are computationally essential. This panel
will bring together investigators working on different facets of this core question and offer
relevant examples, each informed by an individual neurobiological perspective of neurons
and networks. We’ll try to generate a set of plausible and testable mechanisms that enable
algorithmic computation, and propose a collaborative effort to examine and test these a
community Neuromorphic Neural Networks (N3) Initiative. We will also consider alternate
views, including the idea that all microcircuits are ad-hoc, with no conserved algorithmic
or computational principles.

We’ll begin with a ten-minute introduction by Dan Gardner, who will offer a set of can-
didate neuromorphic mechanisms common to almost all neural circuits, as well as a com-
plementary set that are excluded from primary consideration because many neural circuits
function without them. He will also define the two distinct credit assignment problems
faced by biological neural nets.
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Block 6. Time by Foot: 2 mins

Block 7. Time by Foot: 2 mins

Block 8. Time by Foot: 2 mins

Block 9. Time by Foot: 3 mins

Block 10. Time by Foot: 4 mins

Block 11. Time by Foot:: 8 mins

Block 12. Time by Foot:: 6 mins

Block 13. Time by Foot:: 7 mins

Block 14. Time by Foot:: 8 mins

Block 15. Time by Foot:: 9 mins

Block 16. Time by Foot:: 9 mins

Workshop Venue

1. Joe's Coffee at Columbia (2nd floor, NWC Building)
2. Blue Java Cafe (4nd floor, Mudd Building)
3. Brownie's Cafe (2nd floor, Avery Building)
4. Uris Deli (4th floor, Uris Building)
5. Brad's Brew (Campus Level)

Subsconscious (Sandwiches and Salads)
1213 Amsterdam Ave

Friedman's (American)
1187 Amsterdam Ave

Apple Tree Deli (Sandwiches and Salads)
1225 Amsterdam Ave

Massawa (Ethiopian)
1239 Amsterdam Ave

Flat Top (Mediterranean)
1241 Amsterdam Ave

Max Caffe (Italian)
1262 Amsterdam Ave
Oaxaca Taquería (Mexican)
1264 Amsterdam Ave
Kitchenette (American)
1272 Amsterdam Ave
Max Soha (Italian)
1272 Amsterdam Ave

Stroko's (Deli)
1090 Amsterdam Ave

Shake Shack (Fast Food)
2957 Broadway

Sweet Greens (Salad)
2937 Broadway
Starbucks
2929 Broadway

Amir's Falafel (Middle Eastern)
2911 Broadway

Community Food and Juice (American)
2893 Broadway
Le Monde (Bistro)
2885 Broadway

Junzi Kitchen (Chinese)
2896 Broadway
Dig Inn (American)
2884 Broadway
Tom's (American)
2880 Broadway


