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Abstract— Power constraints play a key role in designing A/D converters, see, e.g., [18] and the references thehein.
Human Area Networks (HANs) for biomonitoring. To alleviate  typical recent RF applications the amount of energy needied f
the power constraints, we advocate a design that uses an asyn yansmitting one single bit amounts to that of executinguabo
chrlono.us tlme.encodlng mechanlsms for representing b.lom.cnn 1000 of 32-bit computations [7]. Intelligent on-sensormsiy
toring information and the skin surface as the communicatio ) p g _g ) )
channel. Time encoding does not require a clock while allows Processing methods have been investigated with the patenti
perfect signal recovery; the communication channel is opeted to save power (hence extend battery life) by transmitting
below 1 MHz. We (i) review the fundamental theory behind time processed data rather than raw signals [6].
encoding and signal recovery, (i) describe the implementan of Fig. 1 depicts an alternative method for biomonitoring that

a HAN prototype and (iii) present research data obtained fran . . Y
our experimental platform. We demonstrate that the fidelity of is closely related to a method originally proposed for dibit

the proposed signal representation and transmission schesmis transmission in personal area network (PAN) applicati@a$,[

well above the biomedical monitoring requirements even inte [23], [19]. As shown, several sensors (only 3 sensors are
case of additive channel-noise and neighboring channel ietfer-  shown) and the PDA are connected to the human body via in-
ence. Consequently, the traditional HAN architecture consting g\ jators. The transmit power can be reduced by using the skin

of clocked A/D converters feeding into digital RF channels an S . .
be replaced with a less power demanding time encoding/decioj surface as a short range communication channel. Brieflgesin

pair that uses the skin surface as a communications channel. ~any two distinct points of the human body are interconnected

digital RF
[. INTRODUCTION P W
Energy efficiency is of extreme importance in cer- " Frecovery and | | ’
| digitization of | ' TDM

tain biomedical or health-monitoring applications such as
pulseoximetry, electrocardiography (ECG), and electroen
cephalography (EEG). In contrast, the requirements fou-acc ”‘”
racy and speed (bandwidth) are rather modest. For examplr insuator
8-bit accuracy and 100-500 Hz bandwidth is typical in ECG

and EEG systems [2]. The energy consumption of the body-
mounted sensors is the most critical factor. More power @n b
assigned to the personal digital assistant (PDA) placeskdio

or on the human body. The sensor signals are often evaluated

at a remote site (center) where practically unlimited pogeT Fig. 1. The basic architecture of the Human Area Network fomionitoring.

be assumed.

Technological evolution of low-power integrated circuityia capacitive coupling, signals with high enough freqyenc
(ICs), and wireless communication allows the productiogpntent can travel between any two points. Whereas a radio
of low-cost, miniature, lightweight, intelligent physagical transmitting PAN device needs to be operated at frequencies
sensors. These units enable the deployment of sensor hetwdt the MHz-to-GHz range in order to efficiently transmit
for health monitoring often referred to as human, personal biomonitoring information, electrostatic coupling reashthe
body area networks. In these solutions analog-to-digh#D) same efficiency by running the devices at much lower fre-
conversion and wireless digital transmission is carried oguencies (0.1 to 1 MHz). Given that the energy consumption
by the sensor nodes using radio-frequency (RF) channels ofaelectronic devices increases with frequency, substanti
tiny antennas. Power dissipation due to both A/D conversi@mnount of energy can be saved [22]. Note that, data traresimitt
and digital transmission are two major limitations. Ongpinthrough the human body eventually escapes through the feet
development can be observed in the literature for low-powito the ground, thereby minimizing the chance of intercept

and, thus, providing secure communications [19].
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a remote site signal reconstruction and application-$§ipeciSchmitt trigger. Other TEM realizations include integratel-
evaluations are carried out. The reconstruction algoritimd  fire neurons [12] and frequency modulators [11]. More genera
its implementation in software and/or hardware is refeteed TEMs are described in [14].

as the Time Decoding Machine (TDM) [11].

TEMs represent analog signals in the time domain without Noninverting Schmitt trigger

any loss of information [11]. Since such circuits do not Integrator ol (1)

use a clock, they are candidates for replacing the tradition . . v | Z(f)bT _| ' .
A/D converters based on clocked sigma/delta modulators or; ;/‘” 2 oy ‘ to |t |t
other low power converters [18]. In a HAN environment for - AN T
biomonitoring a number of problems arise including crdksta -

from neighboring sensors and additive noise.

The goal of this paper is to demonstrate that using efy. 2. TEM realized as an asynchronous sigma/delta magulat
the shelf components, the traditional A/D converter can be
replaced by a TEM/TDM pair and the resulting system (shown e schematic diagram of the TEM employed is shown in
in Fig. 1) displays an accuracy that is well above typicgtig 2. u(t) is a signal bandlimited td—<, QJ; «, § and b
biomonitoring requirements. This provides a basis for @isinyre circuit parameters, is the amplitude bound ani ()| <
!ow power TEMs for representing biomonitoring information. - ;, Since the TEM output (¢) takes either the valugsor
in HANS. . . _ —b, the input to the integrator is eithei(t) + b or u(t) — b.

This paper is _orgamzed as follows. In section Il we presepinally, since|u(t)| < b, the integrator outpug(t) is a strictly
the overall architecture of the HAN and summarize the basii‘?creasing or decreasing function fore [ty tx+1] and thus
principles of time encoding and decoding. We also reVieléithery(tk) =5 or y(ty) = —4.
a class of parameter insensitive stable algorithms foradign The TEM circuit in Fig. 2 is described by thetransform
recovery. Implementation details of the HAN prototype arg 1]
described in Section lll. Finally, performance evaluatioin tht1

/ u(t)dt = qp,

the HAN prototype is given in Section IV. 1)
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[I. THE ARCHITECTURE OF THEHAN EXPERIMENTAL whereq, = b(—1)"(2k6 — Ty) with Tj, = tj41 — ¢ for all
PLATEORM k,k € Z (Z denotes the integers). It is easy to see that the
T}’'s are bounded by:

Fig. 1 shows the proposed HAN architecture in block 2r0 <T, < 2r0

— < : )
diagram form. As seen, each sensor drives a TEM whose b+c b—c

output undergoes analog modulation for increased frequengerefore, the integrals af(t) over fixed time intervals are
content. The modulators are connected to the human boghilable at the decoder as a linear function of a boundeel tim
via an insulator. After strong attenuation and often colialp  sequence.

by noise and/or low-frequency interference, the aggregate  The mathematical approach for devising the TDM algorithm
the modulated signals becomes available at another locatjg ciosely related to the one used in irregular sampling and i
of the human body via another insulator. The received signgliit on frame theory, see, e.g., [4] or [1]. Related techp

is first demodulated after the appropriate sensor is selectgyq a1s0 needed to establish Nyquist-type rate conditiodeu
Based on the demodulator output, the PDA determines the tigygich u(t) can be perfectly reconstructed in terms of the

information contained in the demodulated (selected) ﬁgnﬁﬁtegrals in (1), hence th&,’s [11], [12].
guantizes the latter, and forwards it in digital form to the
remote center for reconstruction. . "

The skin-surface channel has been shown to have substyﬂ(—aorem 11f the Nyquist-type rate condition
tially less power requirements compared to RF channels [22] b—c =
[23], [19]. The reduced power requirements of (asynchrehou Ko < 2 QO ®)
TEMs when compared to (clocked) A/D converters have . _ o . .
also been been extensively documented in the literature [ satisfied, the bandlimited input signal= (u(t)),? € R,
[16]. Whether the TEM/TDM pair can be employed in th&2" be recovered as
architecture above with a skin-channel that has strong and u(t) = ch(t —s0), (4)
unpredictable attenuation in a practical low power apfiice
has received, however, little attention.

A. The Architecture of the Human Area Network

=
wheres, = (t; + t¢+1)/2 and
B. TEM and TDM Building Blocks sin(Qt

g g(t) = S2) )

The TEM that we built (see [11] and the references therein), m
is the asynchronous sigma/delta modulator (ASDM) [8is the impulse response of an ideal lowpass filter (LPF) with
[17] consisting of an integrator and a symmetrically-cesde cutoff frequency). The set of coefficients/), ¢ € Z, satisfy




the system of linear equations in [11], by adding equation (1) fok andk + 1, respectively,
we obtain the relationship

tr41
Z\ < g(s - Sé)ds = 4k , (6) trt2 N
tez g, [alx Qi1+ G :/ u(t)dt = b(—=1)" (T — Tk).  (11)
[Glke (28

The latter is a description of the TEM that issensitive
with respect to the circuit parametetsand §. The Schmitt-
trigger heighth merely appears as a generally tolerable scaling
Ge=q. (7) factor. This observation is the basis for an insensitivertigm
for determining the coefficients in (8). The corresponding
SinceG, q andc are infinite dimensional, the mathematicaflgorithm developed in [13] is included in Appendix VI-A.
formalism above cannot be directly implemented. In practic As shown in [13], the recovery algorithm is (i) insensitive
only a finite set of thel},’s is available for signal reconstruc-with respect to the TEM circuit parameters, (ii) suitable fo
tion. a real-time TDM implementation, and (iii) avoids numerical
An efficient real-time TDM can be developed, howevegverflow. Further details and pointers can be found in [13].
using an overcomplete stitching formulation of signal rexy
[13]. This involves two steps. First, we shall consider the |||. | MPLEMENTATION OF THE HAN PROTOTYPE
covering sequencg;,t;+n|,i € Z, of the real lineR, where

N is an arbitrary positive integer and approximaitg) on _
[ti, t:n] by the periodic bandlimited signal Our controlled environment for measurements and evalua-

N tions is depicted in Fig. 3. Exact error evaluations reqthes
20 ) 20 accurate knowledge of the input signals. Since real semkors
ui(t) = Zj(ﬂ - ”W)di-r”ej(imnﬁ)t- (®) ot faithfully repregsent their i?]put,?/ve opted to employ ECG
n=0 recorded signals instead. As seen, the definition of thetinpu
The bandwidth and the period of () are2 and2N= /) (for  signalu(t), the implementation of the PDA and the TDM, and
N > 1), respectively. Herel, ,, is a set of coefficients whosethe performance evaluation were carried out in a compurtakio
values are to be determined as follows. environment.

for all k, k € Z. Finally, the matrixG, and the vectorg and
c introduced above, verify the linear equation

A. Experimental Environment

programmable

Proposition 1 The coefficient$d;],, = d; ,, satisfy the matrix signal generata

equation main
V.d; = D;Pq;, 9 e —
S O [rpwsiral | gogpmnate
for all i,i € Z, where[V],,, = e/m*++/N is a Vander- definition | L,?,(@qgqury),,: noise
monde matrix,D; = diag(e’**i+~) is a diagonal matrix,P e
is an upper triangular matrix with valuegP],,, = 1 and performance | Pl
PP 9 nme o evaluation i i nelgd boring "y insulator

[Plpm =0 for n < m+1 andn > m + 1, respectively, and I ~ U ! channel ool :

iln = Qi+n, foralln,m=0,...,N. ' calibration ‘ skin or
= e Y S i skin substitute

Second, by stitching the finite dimensional coverings to i v insulator

ether a natural approximation of the bandlimited signat ey digital
2(75) teR. is giverl?pby gn oscilloscops

N computational environment circuit environment
a(t) = " wa(t)uns (t), (10) P

= Fig. 3. Measurement and evaluation setup correspondinggtolF

wherew, (t) is a window function and/ is a design parameter

[13]. Due to the representation above, the window introduce The TEM, the modulator, and the demodulator were im-

spreading of the bandwidth €+ v, wherev is also a design plemented using standard discrete-component circuitezi¢sn

parameter. Sampling the recovered signal at time instangesand commercially available ICs. In our experiments we used

with S < 7/(2 4+ v) for all k,k € Z, largely avoids aliasing both skin and a skin substitute (a wet sponge placed in a

[13]. metalized plastic bag used for electrostatic dischargege
[19]).

Algorithm 1 The reconstructed signal in discrete time (DT)is The main (solid line) and the auxiliary (dashed line)

given bya(kS) « h[k], where theh[k] is the impulse responseProgrammable generators (Tektronix AFG 3252) creatg

of a DT LPF with (digital) cutoff frequency/(1+ /) and shown in Fig. 4(b) and the interfering signals (crosstalk
+ denotes the convolution. from other channel and noise), respectively. Any node volt-

age in the circuits can be measured and the measurements
The algorithm above requires the exact knowledge of tlfgamples with given sampling frequency) can be stored by
key parameters andd of the TEM. As was previously noteda digital oscilloscope (Tektronix DPO 7104). A companion



software package (ArbExpress, Tektronix) allows datasfiemn o 2(t) u(t) y(t)
between the computational environment and the generator o.
and/or oscilloscope using the CSV (comma-separated value)

file format. As shown, the samples of the demodulator output _
serve as input to the reconstruction (PDA and TDM) and the
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performance evaluation module. The calibration unit estasi k; 10; 670 675 . . 680 685 L(ms)
relevant error measures and establishes the accuracy Iimitﬁ[s] X @)
of the arrangement. For completeness, we included a brief' " g £=-148 dB
description of error measures and calibration in Appendix V. 2.5
B p Pp 0 r«i}_ H—4 e -t
. -2.5
-5
-7.5 i
B. Reconstruction Accuracy in the Computational Environ- 0 1000 2000 (b)3000 4000 5000,
ment

. Fig, 5. TEM signals of Fig. 2 in a reduced range (a) and the alver
In order to emulate a realistic class of sensor—generat;@%onst,uction error defined in (A-4) (b).

signals, we selected an ECG signal from the MIT-BIH public
arrhythmia database [15]. This database contains a number
of ambulatory ECG recordings digitized at 360 samples p@p0 x (27/2.5) = 27 x 300 rad/s. As showng = 0.3 is an
second with 11-bit resolution over a 10 mV range. appropriate amplitude bound on the emulated ECG signal.
With TEM parameter$ = 0.17, b = 0.6, andx = 0.001 s,
the condition in (3) is satisfied witkd = 0.402(b — ¢)7 /<.
For u(t) in Fig. 4(b) the numerical calculation @075 T}'s
0.2 was carried out by solving (1) recursively. Using these &alu
we determined the TEM signaigt¢) andz(¢) for visualization
purposes as shown in Fig. 5(a). Setting the sampling rate of
the TDM to S = «/(4Q2) = 3.472 ms, the recovery error
evaluated according to (A-4) is shown in Fig. 5(b). Thus,emd
ideal circumstances (TEM/TDM pair only) the accuracy of
signal recovery satisfies most requirements in practice.

C. The TEM Circuit

Fig. 6 shows the circuit implementation of the TEM in
Fig. 2 using resistors and capacitors with 2% tolerance 56F2
opamps, and diodes. The middle opamp with the 47 nF capaci-
tor and 28 K2 resistor implements the integrator. The rightmost
opamp with resistors 1¢k, 56.3 K2, 11.5 K2, and the diodes
realizes the Schmitt trigger. The diodes force the Schmitt-

100 K2

(b)

Fig. 4. ECG signal segment after a 7-th order polynomial rpgkation
(a) and measured result of the periodic input generated bguaidf-series
expansion with 750 Fourier-coefficients (b).

Fig. 6. Circuit implementation of the time encoding machine

One of the (scaled) signal segments obtained after a 7-th
order polynomial interpolation is shown in Fig. 4(a). Duerigger output to take voltages aroud.6 V independent of
to measurement constraints (see also Section VI-B in ttee +£9 V power supply voltages of the opamps (not shown).
Appendix), we employed a periodic input in our experiment#h this way, the TEM can be operated properly by batteries for
platform. A periodic bandlimited waveform(t) was gener- relatively long time. The adder implemented by the leftmost
ated by expanding a segment of length 2.5 s of the signaldapamp and the 100¢k resistors allow measuring the sum of
Fig. 4(a) into Fourier-series. The fast FFT algorithm cotegu «(¢) and the Schmitt-trigger output for test purposes. With
750 Fourier coefficients. Measured resultsu¢f) so obtained the resistance and capacitance values shown, we set the same
and employed in the subsequent experiments are shownTEM parameter value$(J, andx) as those in the example of
Fig. 4(b). Therefore the bandwidth af(t) amounts tof2 = Section IlI-B. With zero input, the self-oscillation fregpcy



an approximation of thé/}’s using a simple level-crossing
scheme as shown in Fig. 9. From the output of a comparator

d(t) L alt) o 7 Ne
AM - | - Digital logic| ",
demodulator processor

q g2

al?) ’—V ﬁ o

Ny = Nl + N2
7, = Ne tNE
) 2fCLK

Fig. 9. Measurement of thé)’s based on the AM-demodulator output.

of the TEM output turned out to be around 900 Hz. This

measurement is close to the duty cycle value of 882.35 Hz \ith hysteresis (Schmitt trigger) fed by(¢) and a time-
the ASDM obtained by setting = 0 [11], [17]. The upper Measuring clock, the digitizefl,'s (denoted byl in the same
and lower trace of Fig. 7 show measured results of a smfgure) can be obtained by counting clock cycles and applying

input segment of Fig. 4(b) and the corresponding TEM outpifie simple formula shown. Note that the clock frequency
respectively. fax is known at the center (remote site). A software module

carries out this algorithm using the samples of the demaolula

output delivered by the digital oscilloscope. The hardware

implementation using an 8 Mhz clock provided results that
The schematic of modulation and demodulation is depictege in very good agreement with the ones of Figure 10. They

in Fig. 8. First, s(¢) is created by pulse shapingt) (see are not included here because of space limitations.

[10] for a discussion on pulse shaping). As a result, the

bandwidth ofs(t) is about 30 kHzm(t) is obtained by AM- IV. PERFORMANCE EVALUATION

modulatings(¢) with a rectangular carrier with frequency of

fur = 354 kHz. d(t) is the AM demodulator output of a Inlwhr.:lt foIIows.We reconstruct th_e samples of a segment of

sensitive receiver of 30 kHz bandwidth. The receiver wa buft(t) in Fig. 4(b) with and without noise or interference due to a

with a CSF455 type ceramic filter and the TDA 1046 chip. V\@eighbpring channel. The same parameters for the inpugbig
employed a highly sensitive receiver because the skiraserf bandwidth and the sampling frequency of the reconstructed

channel has a strong and unpredictable attenuation. signal are us_ed as in Section lll-B. Thg's were deterr_nined_

by the algorithm implementing the functionality depicted i
Fig. 9 with appropriate levels fog; and ¢.. The evaluation

is based on measuring the root-mean-square (RMS) error
between the reconstructed samplgéS] and the samples
u(kS) as described in Appendix VI-B.

Fig. 7. Small input segment of Fig. 4(b) (upper trace) andctireesponding
TEM output (lower trace). The scope’s sampling frequenc208 kHz.

D. The Recovery of th&y's

s(t)y <

fr i b b ok Ak |
_AM modulator i
m(t)! oo i A. Evaluation without Interference and Noise

H bod . : . . .
Himen oty In this section the reconstruction of the signalt) is

considered without sources of noise or interference. With
levels gy = 2.5 and ¢g» = 2.7, the T}’s were digitized by
employing several time-measuring frequency valfigs First,
Fig. 8.  Schematic of modulation and demodulation implewentvith the number of bits needed to represent edghin Fig. 9 was
measured signals. The scope’s sampling frequency is 10 MHz. determined. Then, the bit rate was calculated as the ratio of
the total number of bits so obtained and the time interval
In our current HAN prototype the PDA recovers tig's over which the reconstruction was carried out. Fig. 10(a)
from the demodulator outpu(t), digitizes them, and forwards shows the RMS reconstruction errors and the corresponding
the digitizedT}’s for signal reconstruction at the remote sitebit rate as a function of.«. As seen, for high enougl,.
As can be seen in the lowest trace of Fig. 8 the distanealues, the accuracy of the reconstruction is limited bgugtr
between the representative values dif) above a certain imperfections and the skin-surface channel. Fig. 10(bjvsho
level (such as the peaks) is about the same as the distatheereconstructed samples with = 1 GHz on a 1.9 s time
between the transitions af(t). This allows the extraction of range foru(t).




fa (H2) 104 10° 100 107 108
bitrate (kb/s) | 8.65 | 17.3 23.8 | 303 38.9

the results with that of Fig. 10(b) a realistic, around 12 dB,
performance degradation was experienced in the best agse (t

£ (dB) —26.3 |—=30.3 |—47.6 |—66.8 |—72.86

trace in Fig. 11).

Tu[kr] @)

0.2} £=-72.86dB l C. Evaluation with Additive Noise
0 15| JT1CH2 Finally, as in Fig. 3, a broadband noise generated by the
i auxiliary generator was added to the AM-modulator output.
0-1 : For the accurate level setting of signal and noise, the atten
0.05 Y _
i ,_ hoise generator
0 ! 50Q 20 k2
-0.05 MA‘ y | |
0.1 i ! }
0 1000 2000 3000 4000 _* | ! AM
(b) - } demodulator
ot 500
Fig. 10. Bitrate and RMS error for differenfex (a) (see Fig. 9), and TEM+TEM modulator
reconstructed samples for a segment.f) in Fig. 4(b) of length 1.9 s. | 2k sy(t) 20 K2 |
i 3 Noise level (V/dB) & (dB)
. . . ! | 0.48/-20 732
We note that these results were obtained by making tight : 2416 o
contact with the skin. With loose contacts the signal leviel o | ! 2800 691
the demodulator output drops and the reconstruction acgura - = - | 9.6/6 63.8

decreases.

B. Evaluation with Crosstalk from a Neighboring Sensor

Fig. 12. Circuit implementation for modeling additive meisand the
attenuation due to the skin-surface channel and measusettsie

In this experiment the auxiliary (dashed) signal generatg@tion of the skin-surface transmission was also emulayed b
in Fig. 3 was used to emulate the AM-modulator outpihe resistive voltage divider shown in Fig. 12.
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Fig. 11. Demodulator-output measurements with interée#M-modulator
at different carrier frequencied, .

As seen, the outputs of the AM-modulator and the noise
source were taken into account by their Thévenin equitslen
with Thévenin-resistances of 5Q and 2 K2, respectively.
Using the resistances shown, a source of noise with RMS value
4.8 V turned out to give the same power at the demodulator
input as that contributed by the AM-modulator output (noise
level of 0 dB). For different noise levels reconstructionsrev
carried out based on a time segment of 1.6 s with =
1 GHz. Measured results are summarized in the table of
Fig. 12. Although we have a narrowband receiver, the efféct o
a 6 dB noise is still visible in the demodulator output as sthow
in Fig. 13. The reconstructed signal samples with -63.8 dB
reconstruction RMS error cannot be visually distinguished
from the samples of.(¢). Thus, timing information is less
sensitive than amplitude information to additive noise.

V. CONCLUSIONS
We have investigated an architecture for Human Area

corresponding to the interfering sensor. In particular,ea pNetworks that is based on representing biomonitoring in-
riodic s(t) was created by the auxiliary signal generatdormation in the time domain and uses the skin surface to
with frequency of 2 kHz. This emulates the pulse-shapéhnsmit this representation to a PDA. We demonstrated that
signal corresponding to a TEM with zero input. Modulatinghe performance of such a system is above the biomonitoring
this signal externally with a rectangular pulse stream vaith requirements adopted in practice.

frequency of 354 kHz models the interfering AM-modulator In our experimental environment we used a simple to

output. With several pulse-stream frequencigg, as carrier,

implement AM modulation/demodulation scheme. Although

the T},’'s were determined and the reconstruction was carriddvl-based schemes are sensitive to interference, the di@lua
out. In order to avoid errors due to the quantization of thef our prototype has demonstrated a level of performance
Ty'’s, we usedf.« = 1 GHz as in Fig. 10(b). Fig. 11 showsacceptable in biomonitoring applications. We expect talifga
measured demodulator outputs including the values used ifimprove on our results by using better suited modulation
q1, g2, [, and the RMS reconstruction errét Comparing schemes (e.g., FM).



no noise added 6 dB noise added . .
‘ B. Error Measures and Calibration

Our prototype TDM implementation in Mathematica [21]
outputs the sequence (discrete-time signgl.S| that ap-
proximates the uniformly-spaced input samptg%.S). The
sampling periodS and the signal bandwidtf are input pa-
rameters. The error sequence and its root-mean-square)(RMS
value in dB defined as

elk] = u(kS)—akS)
Kmax e2 A-4
and & = w0l (FEecry O

respectively, quantify the quality of the TDM. Hefe,,;,, and
Knax are appropriate integers.

Because of the periodicity of the generator output, absolut
time in comparing the original and the reconstructed input
Fig. 13. Measured results for the input (upper trace) aneéfieet of additive Canr!Ot b(_e used. Note that in order t(_) use absolute time, some
noise of6 dB (lower trace). The scope’s sampling frequency is 250 kHz. Starting timet, and the corresponding value oft) (0 or

—0) is needed at the TDM site in addition to thg's. A
constant delay between these has to be allowed. In addéion,

Thus, the traditional HAN architecture consisting of cledk DC offset and a constant scaling factor should also be irdud
A/D converters feeding into digital RF channels can bgnce (i) neither the circuit parametemn (1) nor the generator
replaced in biomonitoring applications with a less powdtning parameters are known with high accuracy and, (ii) TEM
demanding asynchronous TEM/TDM pair that uses the skimperfections beyond the ideal TEM model of Fig. 2 (such as
surface as a communications channel. We shall follow up garameter offsets and frequency-dependent gain of opamps)
our work with the IC design of the main components of thalso result in DC offset, constant scaling factor, and cntst
HAN architecture. delay in the reconstructed signal [9]. Therefore, we agam u
the RMS error measuré of (A-4), but the error sequence is
defined by
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RMS error between these two signals was -83 dB. This error
as the ultimate precision limit for this setup is in agreemen
with the claimed 14-bit accuracy of both the scope and the

A. Parameter Insensitive Computation of itigs generator.

APPENDIX

Algorithm 2 The Vandermonde system in (9) can be reduced
to an underdetermined linear system whose minimum-least-

square and minimim-norm solution is given by [1] M. Akay, Time Frequency and Wavelets in Biomedical Signal Process-
ing, IEEE Press, Piscataway, 1998.
1 [2] E.V. Aksenov, Yu.M. Ljashenko, A.V. Plotnikov, D.A. Rutskiy, S.V.
d;,=b (xi — —yiyf{xi> , (A-1) Selishchev, E.V. Vetvetskiy, “Biomedical data acquisitieystems based
o7 on sigma-delta analogue-to-digital convertarsProc. IEEE EMBS 23rd
Annual International Conferencéct. 2001, vol. 4, pp. 3336-3337.
wherea; = yy, and,x; andy; denote the solutions of the [3] E. Alier, J. Goulier, G. Sicarr::i, A. Dezzani, E. Ar&dre, I‘W;err]]audin,
“A 120nm Low Power Asynchronous ADCProceedings of the 2005
Vandermonde systems International Symposium on Low Power Electronics and Des8an
Diego, CA, 2005, pp. 60-65.
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