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Abstract—The recovery of (weak) stimuli encoded with a population of Hodgkin–Huxley neurons is investigated. In the absence of a stimulus, the Hodgkin–Huxley neurons are assumed to be tonically spiking. The methodology employed calls for 1) finding an input–output (I/O) equivalent description of the Hodgkin–Huxley neuron and 2) devising a recovery algorithm for stimuli encoded with the I/O equivalent neuron(s). A Hodgkin–Huxley neuron with multiplicative coupling is I/O equivalent with an Integrate-and-Fire neuron with a variable threshold sequence. For bandlimited stimuli a perfect recovery of the stimulus can be achieved provided that a Nyquist-rate condition is satisfied. A Hodgkin–Huxley neuron with additive coupling and deterministic conductances is first-order I/O equivalent with a Project-Integrate-and-Fire neuron that integrates a projection of the stimulus on the phase response curve. The stimulus recovery is formulated as a spline interpolation problem in the space of finite length bounded energy signals. A Hodgkin–Huxley neuron with additive coupling and stochastic conductances is shown to be first-order I/O equivalent with a Project-Integrate-and-Fire neuron with random thresholds. For stimuli modeled as elements of Sobolev spaces the reconstruction algorithm minimizes a regularized quadratic optimality criterion. Finally, all previous recovery results of stimuli encoded with Hodgkin–Huxley neurons with multiplicative and additive coupling, and deterministic and stochastic conductances are extended to stimuli encoded with a population of Hodgkin–Huxley neurons.

Index Terms—Hodgkin–Huxley neurons, input–output (I/O) equivalence, neural encoding, population encoding, reproducing Kernel Hilbert spaces, splines, stimulus reconstruction.

I. INTRODUCTION

The research presented in this paper lies at the interface between information/communication theory and signal processing on one hand, and theoretical neuroscience on the other. We believe that questions of neural encoding and stimulus recovery can be successfully addressed with methods and intuitive arguments in all these fields. Since the motivations in these fields are somewhat different, however, we shall address them separately below.

A. Background for the Information Theorist

In traditional signal processing applications, a variety of high-performance information processing devices use a signal processing chain as shown in Fig. 1. Examples abound in telecommunications, biomedical, multimedia and robotic signal processing applications. An analog output signal from a sensor is converted into a digital representation by an analog-to-digital (A/D) converter. The digital signal processing block transforms the digital input signal into the desired output signal. The digital output is subsequently converted back to an analog format with a digital-to-analog converter (D/A).

This ubiquitous discrete representation, however, is suboptimal for a number of critical future applications. Consider, for example, streaming video. In the classical DSP processing chain (see Fig. 1), a video frame is typically generated every 33 ms. Phenomena that operate at a time scale below the frame rate, appear blurred and interpolation algorithms have limited utility. Signal processing algorithms process every pixel even if no change has taken place. Newly implemented event driven video encoders are frame-free and provide extremely high time resolution [4]. Thus the need for choosing highly versatile representations inspired by human visual capabilities. The method of choice is to represent information in the time domain (spike domain).

Next generation encoders are expected to represent information in the time domain [32]. Representing information in the time domain is achieved via time encoding [26]. Formally, time encoding is a real-time asynchronous mechanism of mapping the amplitude of a bandlimited signal \( u(t) \), \( t \in \mathbb{T} \), into an \( N \) multidimensional time sequence \( (k_j h_k) \), \( k \in \mathbb{K} \) and \( j = 1, 2, \ldots, N \), where \( \mathbb{T} \) and \( \mathbb{K} \) denote subsets of the real numbers and integers, respectively. A time encoding machine (TEM) is the realization of an asynchronous time encoding mechanism. A time decoding machine (TDM) is the realization of an algorithm for signal recovery with arbitrary accuracy [26].

The interest in time encoding in signal processing is driven by the expected paradigm shift in the design and implementation of future analog to digital converters from information representation in the amplitude domain to information representation in the time domain. Due to the ever decreasing size of integrated circuits and the attendant low voltage, amplitude-domain high precision quantizers are more and more difficult to implement. TEMs leverage the phenomenal device speeds that a temporal code can take advantage of. The interest in temporal encoding in neuroscience is closely linked with the natural representation of sensory stimuli (signals) as a sequence of action potentials (spikes). Spikes are discrete time events that carry information about stimuli.

A signal processing chain for computing in the time domain is shown in Fig. 2. It has the same broad scope as the signal processing chain briefly described above. The TEM in Fig. 2 corresponds to the A/D converter in Fig. 1. Similarly the Time Domain Computing block in Fig. 2 corresponds to the Digital...
Signal Processing block in Fig. 1 and the TDM to the D/A converter.

Widely used modulation circuits such as asynchronous sigma/delta modulators and FM modulators in cascade with zero crossing detectors have been shown to be instances of TEMs [26]. TEMs based on single neuron models such as integrate-and-fire (IAF) neurons [14] have also been characterized. Multichannel TEMs realized with invertible filterbanks and invertible IAF neurons have been studied in [15]. An extensive characterization of single-input multiple-output (SIMO) TEMs can be found in [21]. A number of spike domain processing algorithms were demonstrated [16], [21], including faithful stimulus recovery. Real-time recovery algorithms were investigated in [25]. In all these works, perfect or faithful signal recovery is achieved provided that a Nyquist-type rate condition is satisfied.

We have also investigated architectures for the encoding and decoding of natural and synthetic video streams (movies, animation) and, sounds and speech. The stimuli were encoded with, e.g., a video time encoding machine [20], and subsequently faithfully decoded. We demonstrated that [20] the information contained in the video input can be recovered from the output of the video TEM provided that the number of computing elements (neurons) is beyond a threshold value. Therefore, while information about the signals can not be perfectly represented with a small number of neurons, this limitation can be overcome provided that the number of neurons is beyond a certain critical value. Increasing the number of neurons to achieve a faithful representation of the sensory world is consistent with basic neurobiological thought.

**B. Background for the Theoretical Neuroscientist**

In the reverse correlation method to neural encoding [30], the neural system is treated as a black box and both the input stimuli and output spike trains are assumed to be observable. Based on the correlation between the input and the output, the black box is identified as the kernel of a Wiener filter. When investigating problems arising in sensory encoding, an explicit characterization of sensory stimuli is, however, not available. Under these conditions, investigations of sensory encoding of natural stimuli need to assume that only the spike train is observable. Often, one also assumes that the neural system can be modeled as a nonlinear dynamical system.

Exploring neural encoding circuits with conductance based models is the Hodgkin–Huxley neuron, the later is the building block of choice in these circuits. To the best of our knowledge, formal investigations of encoding models based on a population of Hodgkin–Huxley neurons using methods of information processing are scarce in the literature. See, however, [38], [19], [6] for single neurons investigations and [18] for a study of ensemble encoding. The importance of these methods can not be, however, overstated as they provide a bridge between theoretically tractable explorations of neural encoding and lab bench experiments in systems neuroscience.

In this paper, a sensory neuron is modeled as a point neuron whose spike generation mechanism is described by the Hodgkin–Huxley equations

\[
C \frac{dV}{dt} = -g_{Na}m^3h(V - E_{Na}) - g_{K}n^4(V - E_{K}) \\
- g_{L}(V - E_{L}) + I
\]

\[
\frac{dm}{dt} = \alpha_m(V)(1 - m) - \beta_m(V)m
\]

\[
\frac{dh}{dt} = \alpha_h(V)(1 - h) - \beta_h(V)h
\]

\[
\frac{dn}{dt} = \alpha_n(V)(1 - n) - \beta_n(V)n
\]  

where \( V \) is the membrane voltage of the neuron, \( m, h \) and \( n \) are the gating variables and \( I \) is the injected current. See [36], [11] for the notation used and other pertinent model details.

In order to simplify the mathematical language, the equations above are rewritten in the standard form

\[
\frac{dx}{dt} = f(x)
\]

where \( x \) and \( f \) are vectors of appropriate dimensions, and \( x(0) = x_0 \) is the initial condition. These vectors can easily be identified from the set of Hodgkin–Huxley equations. In particular, \( x = (x_1, x_2, x_3, x_4) = (V, m, h, n) \). The expression for \( f = (f_1, f_2, f_3, f_4) \) can also be easily derived from the same set of equations. In what follows we shall assume that, if the (step) injected current \( I \) is in the appropriate range, the essential dynamics of this set of equations are described by a limit cycle [36], [28], [11].

**C. Overview**

In this paper, we investigate the recovery of stimuli encoded with sensory neuron models that arise in olfactory systems, vision and hearing [7]. Each sensory neuron is modeled as a point
neuron whose spike generation mechanism is described by the Hodgkin–Huxley equations [36], [28], [11].

In previous work, inspired by circuits arising in communications, we investigated encoding with general garden variety oscillators (e.g., Hodgkin–Huxley neurons) with multiplicative coupling, feedback and feedback. FM modulation, e.g., is based on multiplicatively coupling a signal onto a carrier. A brief characterization of these encoding methods appears in [17]. We shall review these results in Section II as they offer strong intuition for the more complex encoding circuits that follow.

More formally, we consider Hodgkin–Huxley neurons in a multiplicative and an additive coupling configuration. Multiplicative coupling of a scalar stimulus \( u = u(t) \) is of the form (see also (2)) [17], [18]

\[
\frac{dy}{dt} = (b + u(t))f(y)
\]

(3)

where \( b \) is a constant such that \( b + u(t) > 0 \). Additive coupling of a vector stimulus \( u = u(t) \) is of the form [19]

\[
\frac{dy}{dt} = f(y) + B(y)u(t)
\]

(4)

where \( B \) is a matrix of appropriate dimensions. We shall also consider Hodgkin–Huxley neurons with gating variables driven by white noise [19], i.e.,

\[
dY = f(Y)dt + B(Y)dZ(t)
\]

(5)

where \( dZ = (udt, dW_2(t), dW_3(t), dW_4(t))^T \). Here \( u = u(t) \) denotes the stimulus and \( W = (0, W_2(t), W_3(t), W_4(t))^T \) is a vector of independent Brownian motion processes. Note that for \( B = I \) (identity matrix), \( W \) appears as an input only to the state equations describing the gating variables of the Hodgkin–Huxley neuron.

A non-linear perturbation analysis shows that the system of differential (4) describing the Hodgkin–Huxley neuron with a weak stimulus accepts a solution consisting of a phase shift term and a small perturbation term. Let \( \tau = \tau(t) \) be a positive function, i.e., \( \tau(t) > 0 \) for all \( t, \tau \in \mathbb{T} \). The function \( \tau \), called the phase shift process in this paper, models a time change. The system of (4) above admits a solution of the form

\[
y = x^*(t + \tau(t)) + v(t)
\]

where \( x^* \) is an orbital solution to (2), the phase shift process \( \tau \) satisfies a differential equation and \( v \) is a small perturbation. The interpretation of the solution above is very simple. Assuming that the system of differential (2) has an orbitally stable solution, the solution to the (4) above with weak stimulus can be characterized by a phase shift along the stable orbital trajectory and a small perturbation from this trajectory. The structure of the solution above remains the same for the Hodgkin–Huxley neuron with stochastic conductances given by (5).

We shall demonstrate that a Hodgkin–Huxley neuron with deterministic or stochastic gating variables and weak input is (first-order) I/O equivalent with a project-integrate-and-fire neuron with variable threshold. Two neurons are defined to be first order I/O equivalent if the associated sequences of interspike (or intertrigger) intervals \( (iS_k = t_{k+1} - t_k) ), k \in K \), are, to a first order, identical [18]. Here \( (t_k), k \in K \), generically denotes the sequence of spike or trigger times generated by one of the neurons. The PIF neurons, a class of spiking neurons first introduced in [19] and expanded upon in this paper, integrates the projection of the input on the phase response curve. The I/O equivalence result allows us to reduce the problem of stimulus encoding with a Hodgkin–Huxley neuron to one consisting of a project-integrate-and-fire neuron with the same input stimulus.

In order to recover the signal \( u = u(t), t \in \mathbb{T}, \) from the spike train \( (t_k), k \in K \), we shall model the stimuli as \( \mathbb{R} \) valued processes and recover the encoded stimuli is given. The methodology of interpolation splines is closely related to signal representations using sinc functions as in the case of bandlimited stimuli above.

This paper is organized as follows. The encoding of stimuli into spike trains by a Hodgkin–Huxley neuron with multiplicative coupling is investigated in Section II. The I/O equivalent neuron is an integrate-and-fire neuron. For bandlimited stimuli a perfect recovery algorithm is given in the same section. The first order I/O equivalent neuron for a Hodgkin–Huxley neuron with deterministic conductances is derived. The I/O equivalent neuron model is a PIF with random thresholds. The same section also presents a recovery algorithm based on interpolation splines.

II. Encoding with Hodgkin–Huxley Neurons with Multiplicative Coupling

In this paper, we consider models of information representation arising in olfactory systems, vision and hearing [7]. As already mentioned, each sensory neuron is modeled as a point neuron whose spike generation mechanism is described by
Hodgkin–Huxley (1). Recall that, for a constant injected current in the admissible range, the essential dynamics of this set of equations are described by a limit cycle [36], [28], [11].

Let \( u = u(t) \) be a function defined on the finite time interval \( T \subset \mathbb{R} \) and \( b \) a positive constant such that \( b + u(t) > 0 \) for all \( t, t' \in T \); \( u + b \) models the aggregate dendritic current entering the soma of the sensory neuron and \( \mathbb{R} \) denotes the real numbers. In what follows we shall assume that the Hodgkin–Huxley neuron is stimulated via tangential (multiplicative) coupling [17], [18], [19]. With multiplicative coupling, the input to a single neuron appears as a multiplicative term on the right hand side of the (2) above, i.e.

\[
\frac{dy}{dt} = (b + u(t))f(y) \tag{6}
\]

for some given initial condition \( y(0) \). As we shall show in the next section, in the multiplicative coupling model, the stimulus introduces a signal dependent phase shift (time change). When the stimulus is absent \( (u = 0) \), \( b \) modulates the activity of the neuron through a time change. More generally, if \( x = x(t) \) denotes the solution to the Hodgkin–Huxley neuron, the general solution in the multiplicative coupling case is \( y = x(bt + \int_0^t u(s)ds) \) provided that \( y(0) = x(0) \). The time change is thus stimulus driven. Let \( \mathbb{K} \) denote the set \( \{1, 2, \ldots, n\} \).

**Definition 1:** Two neurons are said to be I/O equivalent if the associated sequences of intertrigger times \((iS_k = t_{k+1} - t_k), k \in \mathbb{K}\), are identical.

In the next section we shall show that a Hodgkin–Huxley neuron with multiplicative coupling is I/O equivalent with an IAF neuron with a variable threshold sequence. The values of the threshold sequence are explicitly given.

**A. I/O Equivalence for Hodgkin–Huxley Neurons With Tangential Coupling**

In what follows we assume that the model neuron is described by the Hodgkin–Huxley equations with multiplicative coupling. With multiplicative coupling and input \( u + b \), the neuron is described by the systems of (6). We have the following [17].

**Lemma 1:** Given the initial condition \( y(0) = x(0) \),

\[
y = x(bt + \int_0^t u(s)ds) \tag{7}
\]

for all \( t, t' \in \mathbb{R}_+ \), where \( x = x(t), t \in \mathbb{R}_+ \), is the solution to (2) starting at \( x(0) = x_0 \).

**Proof:** By differentiating the right hand side of (7) above, we have

\[
\frac{dy}{dt} = \frac{dx(u)}{du} |_{u=bt+\int_0^t u(s)ds} (b + u(t))
\]

\[
= (b + u(t)) \cdot f \left( x \left( bt + \int_0^t u(s)ds \right) \right)
\]

\[
= (b + u(t)) \cdot f(y).
\]

The assertion immediately follows since \( y(0) = x(0) \).

**Remark 1:** The solution to (6) is obtained from the solution to (2) via the time change \( t \rightarrow bt + \int_0^t u(s)ds \). The condition \( b + u(t) > 0 \) is very natural in this light since it ensures that the changed time remains strictly increasing.

In what follows, we shall assume that the observable output of the Hodgkin–Huxley neuron comprises solely the spike times of the membrane voltage, that is, the times when the spike maxima of the coordinate \( x_1 \) are reached. Note that other definitions of spike time occurrence, e.g., zero crossings, can also be employed [18]. Thus, the spike times are a subset of the zeros of \( dx_1/dt \) (the additional condition is that the second derivative of \( x_1 \) is negative). They are denoted by \( (\delta_k), k \in \mathbb{K} \). Therefore

\[
\frac{dx_1}{dt}(\delta_k) = 0 \tag{8}
\]

for all \( k, k \in \mathbb{K} \). In what follows, the trigger times \((t_k), k \in \mathbb{K} \), denote the spike times of \( y_1 \).

**Lemma 2 (i-Transform):** The sequence of trigger times \((t_k), k \in \mathbb{K} \), and the sequence of spike times \((\delta_k), k \in \mathbb{K} \), verify the set of recursive equations

\[
\int_{t_k}^{t_{k+1}} u(s)ds = \delta_{k+1} - \delta_k - b(t_{k+1} - t_k) \tag{9}
\]

for all \( k, k \in \mathbb{K} \).

**Proof:** Since \( (\delta_k), k \in \mathbb{K} \), is a subset of the zeros of the first derivative of \( x_1 \),

\[
f_1(x(\delta_k)) = 0 \tag{10}
\]

and \((t_k), k \in \mathbb{K} \), is a subset of the zeros of the first derivative of \( y_1 \)

\[
f_1 \left( x(bt_k + \int_0^{t_k} u(s)ds) \right) = 0 \tag{11}
\]

and the two subsets are the same, the result follows.

Equation (9) above defines the \( i \)-transform; it maps the amplitude information of \((u(t)), t \in T \), into the time sequence \((t_k), k \in \mathbb{K} \). Thus, the information encoded by a Hodgkin–Huxley neuron with multiplicative coupling is, from a signal recovery standpoint, equivalent with the information encoded by an integrate-and-fire neuron with threshold \( \delta_{k+1} - \delta_k \) during the time interval \([t_k, t_{k+1}]\) for all \( k, k \in \mathbb{K} \). Formally, we have the following theorem.

**Theorem 1 (I/O Equivalence):** Assume that the variable threshold sequence of an Integrate-and-Fire neuron is identical to the interspike interval sequence \((\delta_{k+1} - \delta_k), k \in \mathbb{K} \), generated by a tonically spiking Hodgkin–Huxley neuron. Then the Hodgkin–Huxley neuron with multiplicative coupling and the Integrate-and-Fire neuron generate the same interspike interval sequence \((iS_k), k \in \mathbb{K}, i.e., the two neurons are input/output equivalent.

Fig. 3 shows the output of a Hodgkin–Huxley neuron with multiplicative coupling and the output of the I/O equivalent in-
egrate-and-fire neuron. The spike times are depicted with circles.

B. Stimulus Recovery

In this section, we derive an algorithm for perfect recovery of a stimulus \( u = u(t), t \in \mathbb{R} \), encoded by a Hodgkin–Huxley neuron with multiplicative coupling. The recovery algorithm is based on the knowledge of the trigger times \( (t_k), k \in \mathbb{Z} \). We shall assume that the stimulus \( u(t), t \in \mathbb{R} \), is bounded \( |u| \leq c < b \) and it is an element of \( \Xi \), the space of functions bandlimited to \([ -\Omega, \Omega ]\). When endowed with the usual inner product, \( \Xi \) is a Reproducing Kernel Hilbert Space with the sinc kernel \( g(t) = \sin(\Omega t)/\pi t, t \in \mathbb{R} \).

Let us denote by \( [q]_k = \int_{t_k}^{t_{k+1}} u(s) ds \) and \( [G]_{lk} = \int_{t_l}^{t_{l+1}} g(s - s_k) ds \), where \( s_k = (t_{k+1} + t_k)/2 \). For simplicity we shall assume that the Hodgkin–Huxley neuron is I/O equivalent with an IAF neuron with threshold \( \delta \), i.e., \( \delta_{k+1} = \delta_k = \delta \) for \( k \in K \). We have the following.

**Theorem 2:** If \( \delta/b < \pi/\Omega \), the bandlimited stimulus \( u(t), t \in \mathbb{R} \), encoded with an IAF neuron can be perfectly recovered from \((t_k)_{k \in \mathbb{Z}}\) as

\[
    u(t) = \sum_{k \in \mathbb{Z}} c_k \psi_k(t)
\]

where \( \psi_k(t) = g(t - s_k) \) and \( c = G^+ q \), where \( G^+ \) denotes the pseudo-inverse of \( G \).

**Proof:** The spike density (the average number of spikes over arbitrarily long time intervals) of the IAF neuron is given by \( b/\delta \) [24]. Therefore, for \( \delta/b < \pi/\Omega \) the set of representation functions \( \{ \psi_k(t), k \in \mathbb{Z} \} \) is a frame in \( \Xi \) [3] and

\[
    u(t) = \sum_{k \in \mathbb{Z}} c_k \psi_k(t).
\]

Furthermore, the set of sampling functions \( \phi = \{ \phi_k \}_{k \in \mathbb{Z}}, t \in \mathbb{R} \), defined by

\[
    \phi_k(t) = \langle 1_{[t_k,t_{k+1}]} * g \rangle(t)
\]

where \( * \) denotes the convolution, is also a frame in \( \Xi \).

By applying the inner product to the representation above, we get

\[
    \langle u, \phi \rangle = \sum_{k \in \mathbb{Z}} c_k \langle \psi_k, \phi \rangle
\]

and therefore with \( [q]_k = \langle u, \phi_k \rangle \) and \( [G]_{lk} = \langle \psi_k, \phi \rangle = \langle \phi_l, \psi_k \rangle \), we obtain the familiar \( c = G^+ q \) [26], [14].

Concluding, a reader or receiver with access to the spike sequence \((t_k), k \in \mathbb{Z}\), has in effect knowledge of the sequence of projections \( \langle u, \phi_k \rangle, k \in \mathbb{Z} \). The projections \( \langle u, \phi_k \rangle, k \in \mathbb{Z} \), are the measurements on the stimulus. If the sequence \((\phi_k), k \in \mathbb{Z}, \) spans \( \Xi \), we can, in principle, recover the stimulus \( u \) from these projections. Extensions to other classes of TEMs including feed-forward and feedback can be found in [17].

**Remark 2:** The reconstruction formula has a simple geometric interpretation. The stimulus \( u \in \Xi \) is first sampled (measured) by projecting it on the sampling functions \( \phi_k(t), k \in \mathbb{Z} \), and then represented with \( \psi_k(t), k \in \mathbb{Z} \). The sampling functions \( \phi_k(t), k \in \mathbb{Z} \), are determined by the neural circuit. The set
of functions $\psi_k(t), k \in \mathbb{Z}$, have to represent bandlimited stimuli in $\Xi$ in a stable way.

III. Encoding With Hodgkin–Huxley Neurons With Deterministic Conductances

We consider in this section a Hodgkin–Huxley neuron with additive coupling described by the system of differential equations

$$\frac{dy}{dt} = f(y) + B(y)u(t)$$

(14)

where $u = u(t)$ is the (additive) stimulus and $B(y)u(t)$ is the perturbation. The perturbation is the “projection” of the input $u$ onto $B$. Intuitively, the perturbation induced by the input $u$ will lead to a time (phase) shift or phase deviation along the orbit and an orbital deviation. The phase shift term is due to a component of the perturbation that is tangential to the orbit. This is formalized below (see also [19], [18]).

Let $x^o$ be an orbital solution to the system of differential (2) and let $x^o(t + \tau(t))$ be a time shifted version of this solution.

**Definition 2:** A function $\tau = \tau(t), t \in \mathbb{R}_+$, with $\tau(0) = 0$, such that $\sigma(t) = t + \tau(t)$ is strictly increasing is called a phase shift process (PSP). The function $\sigma = \sigma(t), t \in \mathbb{R}_+$, is called a time change.

Clearly, $y(t) = x^o(t + \tau(t))$ is the solution to the system of differential equations

$$\frac{dy}{dt} = \left(1 + \frac{d\tau}{dt}\right)f(y)$$

(15)

with $\tau(0) = 0$ and $y(0) = x^o(0) = x_0$. This suggests decomposing the response of the Hodgkin–Huxley neuron to a weak stimulus into a term along the orbit and a term accounting for a deviation from the orbit.

A. I/O Equivalence for Hodgkin–Huxley Neurons With Additive Coupling

The results invoked below appeared in literature that deals with the design and analysis of high frequency oscillators [12] and [5], the literature on nonlinear dynamical systems [10], [11] and in the theoretical neuroscience literature [31], [36]. These results have largely been independently obtained. We shall adopt the language of biology/neuroscience (phase response curves [37]).

In what follows, we shall assume that the autonomous system described by the systems of differential (2) admits a periodic (orbital) solution $x^o = x^o(t)$ with period $T$, that is, $x^o(t + T) = x^o(t)$, for all $t, t \in \mathbb{T} \subseteq \mathbb{R}_+$. We have the following lemma.

**Lemma 3:** $y = x^o(t + \tau(t))$ is the solution to

$$\frac{dy}{dt} = f(y) + \psi_1^T(t + \tau(t))B(y)u(t)\phi_1(t + \tau(t))$$

(16)

where

$$\frac{d\tau}{dt} = \psi_1^T(t + \tau(t))B(x^o(t + \tau(t)))u(t)$$

(17)

with $\tau(0) = 0$. Here $\psi_1^T(t)$ is the transpose of the phase response curve and $\phi_1(t) = \frac{dx^o}{dt}$.

**Proof:** $y = x^o(t + \tau(t))$ is the solution to the system of (16) if

$$\frac{dx^o}{dt} = f(x^o(t + \tau(t))) + \psi_1^T(t + \tau(t))B(x^o(t + \tau(t)))u(t)\phi_1(t + \tau(t)), \quad \text{or}$$

$$\left(1 + \frac{d\tau}{dt}\right)\frac{dx^o}{dv} \big|_{v=t+\tau(t)} = f(x^o(t + \tau(t))) + \frac{d\tau}{dt}\frac{dx^o}{dv} \big|_{v=t+\tau(t)}.$$

**Remark 3:** The phase shift process in (15) is arbitrary. In Lemma 3 a choice of the phase shift process $\tau = \tau(t)$ was made in (17). Note that if the right hand side of (17) is a constant, the phase shift $\tau$ can become arbitrarily large even for small constant inputs $u$. The existence and uniqueness of $\tau$ is guaranteed by the existence and uniqueness theorem for differential equations. More details about the phase response curve can be found in Appendix A (see also [10]).

In what follows, we shall assume again that the observable output of the Hodgkin–Huxley neuron comprises the set of spike times of the membrane voltage, that is the times when the spike maxima of the coordinate $x_1$ are reached. Thus, the spike times are a subset of the zeros of $dx_1^o/dt$ (the additional condition is that the second derivative of $x_1$ is negative). They are denoted by $(\delta_k), k \in \mathbb{K}$. Therefore

$$\frac{dx_1^o}{dt} (\delta_k) = 0$$

(18)

for all $k \in \mathbb{K}$. In what follows, the trigger times $(t_k), k \in \mathbb{K}$, denote the spike times of $y_1$.

**Lemma 4 (t-Transform):** The sequence of trigger times $(t_k), k \in \mathbb{K}$, and the sequence of spike times $(\delta_k), k \in \mathbb{K}$, verify to a first order the set of recursive equations

$$\tau(t_{k+1}) - \tau(t_k) = \delta_{k+1} - \delta_k - (t_{k+1} - t_k)$$

(19)

for all $k, k \in \mathbb{K}$.

**Proof:** Since $(\delta_k), k \in \mathbb{K}$, is a subset of the zeros of the first derivative of $x_1^o$

$$f_1(x_1^o(\delta_k)) = 0$$

(20)
and \((t_k), k \in \mathbb{K}\), is a subset of the zeros of the first derivative of \(y_1\), i.e.

\[
f_1(x^\prime(t_k + \tau(t_k))) = 0 \tag{21}
\]

provided that the deviation from the orbital solution is negligible. Therefore, for small inputs

\[
t_k + \tau(t_k) = \delta_k + \eta_k
\]

where \((\eta_k), k \in \mathbb{K}\), accounts for jitter. Since for weak stimuli the jitter is infinitesimally small, we obtain the first order equivalence

\[
t_k + \tau(t_k) = \delta_k
\]

and the result follows.

Equation (19) above defines the \(t\)-transform; it maps the amplitude information of \((u(t)), t \in \mathbb{T}\), into the time sequence \((t_k), k \in \mathbb{K}\).

**Definition 3:** A neuron whose spike times \((t_k), k \in \mathbb{K}\), verify the equation

\[
\int_{t_k}^{t_{k+1}} \varphi_1(s + \tau(s))B(x^\prime(s + \tau(s)))u(s)ds = \delta_{k+1} - \delta_k -(t_{k+1} - t_k) \tag{22}
\]

where

\[
\frac{d\tau}{dt} = \varphi_1(t + \tau(t))B(x^\prime(t + \tau(t)))u(t)
\]

with \(\tau(0) = 0\), is called a project-integrate-and-fire (PIF) neuron.

On the left-hand side of (22), we recognize the “projection” of the stimulus \(u\) onto the phase response curve \(\varphi_1\) and \(B\) followed by integration. Here \((\delta_{k+1} - \delta_k), k \in \mathbb{K}\), represents the threshold sequence of the PIF neuron.

**Theorem 3 (First Order I/O Equivalence):** Assume that the variable threshold sequence of a Project-Integrate-and-Fire neuron is identical to the intertrigger interval sequence \((\delta_{k+1} - \delta_k), k \in \mathbb{K}\), generated by a Hodgkin–Huxley neuron with phase response curve \(\varphi_1\) and input projection \(B\). Then the Hodgkin–Huxley neuron and the project-integrate-and-fire neuron generate, to the first order, the same intertrigger interval sequence \((\delta_{S_k}), k \in \mathbb{K}\), i.e., the two neurons are first order input/output equivalent.

In what follows we shall assume that the stimulus is a smooth function \(u \equiv [u(t) 0 0 0]^T\).

**Corollary 1:** Assume that the Hodgkin–Huxley neuron described by the equations

\[
dy = f(y)dt + [u(t) 0 0 0]^T dt \tag{23}
\]

generates the trigger time sequence \((t_k), k \in \mathbb{K}\). The \(t\)-transform of the I/O equivalent PIF neuron with stimulus \(u = u(t), t \in \mathbb{T}\), is given by

\[
\int_{t_k}^{t_{k+1}} \psi_{11}(s + \tau(s))u(s)ds = \delta_{k+1} - \delta_k -(t_{k+1} - t_k) \tag{24}
\]

where the phase shift process satisfies the differential equation

\[
\frac{d\tau}{dt} = \psi_{11}(t + \tau(t))u(t) \tag{25}
\]

with \(\tau(0) = 0\).

With (25) we can associate an operator \(T\) such that \(\tau(t) = (Tu)(t)\). \(u\) satisfies, therefore, the following integral equation

\[
\int_{t_k}^{t_{k+1}} \psi_{11}(s + (Tu)(s))u(s)ds = \delta_{k+1} - \delta_k -(t_{k+1} - t_k). \tag{26}
\]

Since finding the \(t\)-transform inverse seems analytically intractable, we shall consider instead the reduced \(t\)-transform

\[
\int_{t_k}^{t_{k+1}} \varphi(s)u(s)ds = \delta_{k+1} - \delta_k -(t_{k+1} - t_k) \tag{27}
\]

where \(\varphi(s) = \psi_{11}(s)\). This approximation is justified as long as the phase shift process changes slowly as compared to the oscillation period of the Hodgkin–Huxley neuron [34]. A neuron with the \(t\)-transform given by (27) is called a reduced PIF neuron.

**B. Stimulus Recovery**

In this section, we formulate and solve the problem of optimal consistent reconstruction of a stimulus encoded with a Hodgkin–Huxley neuron with deterministic conductances. A receiver or reader of the spike train first builds an encoding model based on the reduced PIF neuron.

We show how the spike train of the reduced PIF neuron can be associated with a series of projections in the chosen space of finite length signals with bounded energy. We impose intuitive constraints on the desired reconstructed signal and show that the reconstruction algorithm can be obtained by solving a spline interpolation problem. In a second step, the receiver implements the reconstruction algorithm based on the spike train generated by the Hodgkin–Huxley neuron with deterministic conductances.

1) **Neural Encoding With a PIF Neuron:** Let \(u = u(t), t \in \mathbb{T}\), be a signal (or stimulus) of finite length and bounded energy, i.e., \(u \in L^2(\mathbb{T})\). In what follows we assume that the stimulus \(u\)
is the input to a reduced PIF neuron with the $t$-transform given by
\[ \int_{t_k}^{t_{k+1}} \varphi(s)u(s)\,ds = q_k \] (28)
for all $k, k = 1, 2, \ldots, n - 1$. The $t$-transform can be rewritten as
\[ L_k u = q_k \] (29)
where $L_k : L^2(\mathbb{T}) \mapsto \mathbb{R}$ is a linear functional given by
\[ L_k u = \int_{t_k}^{t_{k+1}} \varphi(s)u(s)\,ds \] (30)
\[ q_k = \delta_{k+1} - \delta_k - (t_{k+1} - t_k) \] (31)
for all $k, k = 1, 2, \ldots, n - 1$. Therefore, we have the following result.

**Lemma 5:** The $t$-transform of the reduced PIF neuron can be written in inner-product form as
\[ \langle u, \phi_k \rangle = q_k \] (32)
where
\[ \phi_k(t) = \varphi(t)1_{[t_k, t_{k+1})}(t) \] (33)
and $\langle \cdot, \cdot \rangle : L^2(\mathbb{T}) \times L^2(\mathbb{T}) \mapsto \mathbb{R}$ is the standard $L^2$ inner product restricted to the domain $\mathbb{T}$ for all $k, k = 1, 2, \ldots, n - 1$.

The set of measurements or encodings expressed by the linear functionals in (29) or the projections in (32) can be readily derived from the knowledge of the spike times and the neuron parameters. Thus, through the use of the $t$-transform [26], we can determine both the sampling functions and the projections of the stimulus on these functions using only the knowledge of the spike times.

1) Consistent Stimulus Recovery: The problem of stimulus reconstruction calls for estimating the signal $u$ given the set of spikes $(t_k), k = 1, 2, \ldots, n$. This problem is, for the class of stimuli $u \in L^2(\mathbb{T})$ ill-defined. A remedy is provided by introducing a set of constraints on the recovery. The first constraint considered here requires the reconstructed signal $\hat{u}$ to generate the same spikes as the original stimulus. The second constraint requires choosing among the reconstructed stimuli the one with the maximum degree of smoothness. The latter is formulated as an optimization criterion. The presentation below closely follows [22].

**Definition 4:** A reconstruction $\hat{u}$ of $u$ based on the spike times $(t_k), k = 1, 2, \ldots, n$, is said to be consistent if $\hat{u}$ triggers exactly the same spike train as the original stimulus $u$.

**Remark 4:** Assume that at time $t$ the membrane potential of the reduced PIF neuron is set to the resting potential $0$. Then the consistency condition above is equivalent with
\[ \langle u, \phi_k \rangle = \langle \hat{u}, \phi_k \rangle \] (34)
for all $k, k = 1, 2, \ldots, n - 1$.

**Definition 5:** A consistent reconstruction $\hat{u}$ that minimizes the quadratic criterion
\[ ||Ju|| = \left( \int_{\mathbb{T}} (\frac{d^2u}{ds^2})^2 \, ds \right)^{1/2} \] (35)
is called the optimal consistent reconstruction of $u$.

**Lemma 6:** The optimal consistent reconstruction $\hat{u}$ solves the spline interpolation problem
\[ \hat{u} = \arg\min_{\langle u, \phi_k \rangle = q_k} ||\frac{d^2u}{ds^2}|| \] (36)
where $|| \cdot ||$ is the standard $L^2$-norm restricted to the interval $\mathbb{T}$.

**Proof:** Follows directly from Definitions 4 and 5. \qed

**Remark 5:** An introduction to splines and the general solution to spline interpolation problems is presented in the Appendix B.

**Theorem 4:** The optimal consistent reconstruction of a stimulus encoded with a reduced PIF neuron is unique and is given by
\[ \hat{u}(t) = d_0 + d_1t + \sum_{k=1}^{n-1} c_k \psi_k(t) \] (37)
where
\[ \psi_k(t) = (\phi_k * | \cdot |^3)(t) \] (38)
and $| \cdot |$ denotes the absolute value. With $c = [c_1, c_2, \ldots, c_{n-1}]^T$, $d = [d_0, d_1]$ and $q = [q_1, q_2, \ldots, q_{n-1}]^T$ the coefficients $c$ and $d$ satisfy the matrix equations
\[ \begin{bmatrix} \mathbf{G} & \mathbf{p} & \mathbf{r} \\ \mathbf{p}^T & 0 & 0 \\ \mathbf{r}^T & 0 & 0 \end{bmatrix} \begin{bmatrix} \mathbf{c} \\ d_0 \\ d_1 \end{bmatrix} = \begin{bmatrix} \mathbf{q} \\ 0 \\ 0 \end{bmatrix}. \] (39)

Moreover $\mathbf{G}$ is an $(n-1) \times (n-1)$ matrix and $\mathbf{p}, \mathbf{r}$ are column vectors with entries given by
\[ [\mathbf{G}]_{kl} = \langle \phi_k, \psi_l \rangle \]
\[ [\mathbf{p}]_k = \langle \phi_k, 1 \rangle \]
\[ [\mathbf{r}]_k = \langle \phi_k, t \rangle. \] (40)

**Proof:** The proof follows from Theorem 9 in Appendix B originally published in [22]. Note that the function $| \cdot |^3$ is up
to a multiplicative constant the Green’s function for the second-order-iterated Laplacian.

IV. ENCODING WITH HODGKIN–HUXLEY NEURONS WITH STOCHASTIC CONDUCTANCES

In what follows, we shall characterize the phase shift process when the Hodgkin–Huxley neuron is driven by a deterministic stimulus and the gating variables are driven by white noise, i.e., in the additive coupling mode

\[ dY = f(Y)dt + B(Y)dZ(t) \]  

(41)

where \( dZ = (udt, dW_2(t), dW_3(t), dW_4(t))^T \). Furthermore, \( u = u(t) \) denotes the stimulus and \( W = (0, W_2(t), W_3(t), W_4(t))^T \) is a vector of independent Brownian motion processes. For \( B = I \), \( W \) appears as an input only to the state equations describing the gating variables of the Hodgkin–Huxley neuron. For questions regarding the existence and uniqueness of solutions for stochastic differential equations the reader should consult [33], [27], [8].

A. First Order I/O Equivalence for the HHN With Stochastic Conductances

The PSP satisfies the stochastic differential equation

\[ d\tau = \psi_1^T(t + \tau(t))B(x'(t + \tau(t)))dZ(t) \]  

(42)

with \( \tau(0) = 0 \). Clearly, \( \tau = (\tau(t)), t \in \mathbb{T} \subseteq \mathbb{R}_+ \) is a stochastic process. For a more detailed discussion, see [34].

In what follows we shall assume that the observable output of the Hodgkin–Huxley neuron is the coordinate \( x_1 \), that is, the membrane voltage at spike times. The spike times of the membrane voltage are defined here as the maxima of \( x_1 \). Thus, the spike times are a subset of the zeros of \( dx_1/dt \) (the additional condition is that the second derivative of \( x_1 \) is negative). They are denoted by \( (\delta_k), k \in \mathbb{K} \). Therefore

\[ \frac{dx_1'}{dt} \bigg|_{t=\delta_k} = 0 \]

for all \( k \in \mathbb{K} \). In what follows, the trigger times \( (t_k), k \in \mathbb{K} \), denote the spike times of \( Y_1 \), i.e.

\[ \frac{dY_1}{dt} \bigg|_{t=t_k} = 0. \]

Lemma 7: (t-Transform) The sequence of trigger times \( (t_k), k \in \mathbb{K} \), and the sequence of spike times \( (\delta_k), k \in \mathbb{K} \), verify, to a first order, the set of recursive equations

\[ \tau(t_{k+1}) - \tau(t_k) = \delta_{k+1} - \delta_k - (t_{k+1} - t_k) \]  

(43)

for all \( k, k+1 \in \mathbb{K} \).

Proof: We recall that \( (\delta_k), k \in \mathbb{K} \), is a subset of the zeros of the first derivative of \( x_1' \)

\[ f_1(x'(\delta_k)) = 0 \]

and \( (t_k), k \in \mathbb{K} \), is a subset of the zeros of the first derivative of \( Y_1 \)

\[ f_1(x'(t_k + \tau(t_k))) = 0 \]

provided that the perturbation induces a change in the vector field mainly along the orbital solution. Assuming that the perturbation is small, and since the two zero subsets are the same, we have

\[ t_k + \tau(t_k) = \delta_k + \varepsilon_k \]

where \( (\varepsilon_k), k \in \mathbb{K} \), accounts for random jitter. For infinitesimal perturbations the random jitter is arbitrarily small and the result follows. \( \square \)

Equation (43) above defines the \( t \)-transform of a neuron observed at its spike times; it maps the amplitude information of \( (u(t)), t \in \mathbb{T} \), into the time sequence \( (t_k), k \in \mathbb{K} \).

Definition 6: A neuron whose spike times \( (t_k), k \in \mathbb{K} \), verify the equation

\[ \int_{t_k}^{t_{k+1}} \psi_1^T(s + \tau(s))B(x'(s + \tau(s)))dZ(s) = \delta_{k+1} - \delta_k - (t_{k+1} - t_k) \]

(44)

where

\[ d\tau = \psi_1^T(t + \tau(t))B(x'(t + \tau(t)))dZ(t) \]

(45)

with \( \tau(0) = 0 \), is called a project-integrate-and-fire (PIF) neuron with random thresholds.

Remark 6: The systems of (44) and (45) describing the PIF neuron are stochastic. Consequently, the threshold of the neuron is random. The structure of the PIF neuron will be further analyzed below.

Theorem 5: (First-Order I/O Equivalence) Assume that the variable threshold sequence of a project-integrate-and-fire neuron is identical to the interspike interval sequence \( (\delta_k), k \in \mathbb{K} \), generated by a Hodgkin–Huxley neuron with phase response curve \( \psi_1 \) and input projection \( B \). Then the Hodgkin–Huxley neuron and the project-integrate-and-fire neuron generate, to the first order, the same intertrigger interval sequence \( (\delta_k), k \in \mathbb{K} \), i.e., the two neurons are first order input/output equivalent.

In what follows, we shall assume for simplicity that \( B = I \) and the vector Brownian motion \( W = (0, W_2(t), W_3(t), W_4(t))^T \). Thus the \( t \)-transform is of the form

\[ \int_{t_k}^{t_{k+1}} \psi_1(s + \tau(s))u(s)ds = \delta_{k+1} - \delta_k - (t_{k+1} - t_k) \]

\[ - \int_{t_k}^{t_{k+1}} \psi_{12}(s + \tau(s))dW_2(s) \]

\[ - \int_{t_k}^{t_{k+1}} \psi_{13}(s + \tau(s))dW_3(s) \]
Therefore, in order to recover the stimulus \( u_t \), we need to develop a methodology that takes into account the noisy observations.

**Corollary 2:** Assume that the Hodgkin–Huxley neuron is described by the equations:

\[
dY = f(Y)dt + \left[u(t)000\right]^T dt + \left[0dW_2 dW_3 dW_4\right]^T
\]

with trigger time sequence \((t_k), k \in \mathbb{K}\). The \( t \)-transform of the I/O equivalent PIF neuron with random thresholds and input stimulus \( u = u(t), t \in \mathbb{T} \), is given by

\[
\int_{t_k}^{t_{k+1}} \psi_1(s + \tau(s))u(s)ds = \delta_{k+1} - \delta_k - (t_{k+1} - t_k)
\]

\[
- \int_{t_k}^{t_{k+1}} \psi_2(s + \tau(s))dW_2(s)
\]

\[
- \int_{t_k}^{t_{k+1}} \psi_3(s + \tau(s))dW_3(s)
\]

\[
- \int_{t_k}^{t_{k+1}} \psi_4(s + \tau(s))dW_4(s)
\]

(47)

where the phase shift process satisfies the stochastic differential equation:

\[
d\tau = \psi_1(t + \tau(t))u(t)dt + \psi_2(s + \tau(s))dW_2(s) + \psi_3(s + \tau(s))dW_3(s) + \psi_4(s + \tau(s))dW_4(s)
\]

with \( \tau(0) = 0 \).

**Proof:** Equations (47) and (48) are simply instantiations of the I/O equivalent PIF. The input to both is \( U = [u000]^T \).

With (48) we can associate an operator \( T \) such that \( \tau(t) = (Tu)(t) \). \( u \) satisfies, therefore, the following integral equation:

\[
\int_{t_k}^{t_{k+1}} \psi_1(s + (Tu)(s))u(s)ds
\]

\[
= \delta_{k+1} - \delta_k - (t_{k+1} - t_k)
\]

\[
- \int_{t_k}^{t_{k+1}} \psi_2(s + (Tu)(s))dW_2(s)
\]

\[
- \int_{t_k}^{t_{k+1}} \psi_3(s + (Tu)(s))dW_3(s)
\]

\[
- \int_{t_k}^{t_{k+1}} \psi_4(s + (Tu)(s))dW_4(s)
\]

(49)

This is exactly the \( t \)-transform compactly defining the PIF neuron with random threshold. Since finding the \( t \)-transform inverse seems analytically intractable, we shall consider the \( t \)-transform

\[
\int_{t_k}^{t_{k+1}} \psi_1(s)u(s)ds
\]

\[
= \delta_{k+1} - \delta_k - (t_{k+1} - t_k)
\]

\[
- \int_{t_k}^{t_{k+1}} \psi_2(s)dW_2(s)
\]

\[
- \int_{t_k}^{t_{k+1}} \psi_3(s)dW_3(s)
\]

\[
- \int_{t_k}^{t_{k+1}} \psi_4(s)dW_4(s)
\]

(50)

for all \( k, k \in \mathbb{K} \), instead. This approximation is justified as long as the phase shift process changes slowly as compared to the oscillation period of the Hodgkin–Huxley neuron [34]. We note that the random variables \( \left(\int_{t_k}^{t_{k+1}} \psi_1(s)dW_m(s)\right), m = 2, 3, 4, \) are conditionally independent Gaussian with conditional mean

\[
E(\int_{t_k}^{t_{k+1}} \psi_1(s)dW_m(s)) = 0
\]

and variance

\[
E(\int_{t_k}^{t_{k+1}} \psi_1(s)dW_m(s) \int_{t_k}^{t_{k+1}} \psi_1(s)dW_m(s)) = \int_{t_k}^{t_{k+1}} [\psi_1(s)]^2ds
\]

for all \( m, m = 2, 3, 4 \), and known spike times \( t_k, t_{k+1} \). Thus, the \( t \)-transform of the PIF with random thresholds can be written

\[
\int_{t_k}^{t_{k+1}} \psi_1(s)u(s)ds = \delta_{k+1} - \delta_k - (t_{k+1} - t_k) + \varepsilon_k
\]

where \( (\varepsilon_k), k \in \mathbb{K} \), is a sequence of independent Gaussian random variables with zero conditional mean and variance

\[
E(\varepsilon_k)^2 = \frac{4}{m+2} \int_{t_k}^{t_{k+1}} [\psi_1(s)]^2ds.
\]

By dividing both sides of the \( t \)-transform with \( (E[\varepsilon_k]^2)^{1/2} \), the resulting random variable on the right-hand side has unit variance. Therefore, we obtain the normalized noisy \( t \)-transform:

\[
\int_{t_k}^{t_{k+1}} \varphi_k(s)u(s)ds = q_k + \varepsilon_k
\]

(51)

where

\[
\varphi_k(s) = \frac{\psi_1(s)}{(E[\varepsilon_k]^2)^{1/2}}
\]

and

\[
q_k = \frac{\delta_{k+1} - \delta_k - (t_{k+1} - t_k)}{(E[\varepsilon_k]^2)^{1/2}}
\]

(52)

and, by abuse of notation, \( (\varepsilon_k), k \in \mathbb{K} \), is a sequence of independent Gaussian random variables with zero mean and variance equal to one. A neuron with the \( t \)-transform given by (51) and (52) is called a reduced PIF neuron with random thresholds.

**B. Stimulus Recovery**

In this section we formulate and solve the problem of optimal reconstruction of a stimulus encoded with a Hodgkin–Huxley neuron with stochastic conductances. A receiver or reader of the spike train first builds an encoding model based on the reduced PIF neuron with random thresholds.
We show how the spike train of the reduced PIF neuron with random thresholds can be associated with a series of projections in the chosen stimulus space. We require the desired reconstructed signal to minimize an appropriate cost functional and show that the reconstruction algorithm is the solution to a regular-ization problem. In a second step, the receiver implements the reconstruction algorithm using the spike train generated by the Hodgkin–Huxley neuron with stochastic conductances.

1) Encoding of Stimuli With a PIF Neuron With Random Thresholds: Let \( u = u(t), t \in \mathbb{T} \), denote a stimulus in the Sobolev space \( \mathcal{S}_m, m \in \mathbb{N} \) (see also Appendix C). Between two consecutive spike times the operation of the reduced PIF neuron is fully described by
\[
\int_{t_k}^{t_{k+1}} \varphi_k(s)u(s)\,ds = q_k + \varepsilon_k
\]  
(53)
where \( q_k + \varepsilon_k \) is interpreted as the value of the random threshold during the interspike interval \([t_k, t_{k+1}]\). The \( t \)-transform can also be rewritten as
\[
L_k u = q_k + \varepsilon_k
\]  
(54)
where \( L_k : \mathcal{S}_m \mapsto \mathbb{R} \) is a linear functional given by
\[
L_k u = \int_{t_k}^{t_{k+1}} \varphi_k(s)u(s)\,ds.
\]  
(55)
The sequence \( (L_k), k = 1, 2, \ldots, n \), has a simple interpretation; it represents the set of \( n \) noisy measurements (encodings) performed on the stimulus \( u \). Let \( K(t, s) \) be the reproducing kernel of the chosen Sobolev space (see also (88) in Appendix C).

Lemma 8: The \( t \)-transform of the reduced PIF neuron with random thresholds can be written in inner-product form as
\[
\langle \psi_k, u \rangle = q_k + \varepsilon_k
\]  
(56)
where
\[
\psi_k(t) = \int_{t_k}^{t_{k+1}} K(t, s)\varphi_k(s)\,ds
\]  
(57)
\( q_k \) is given by (52), \( k = 1, 2, \ldots, n \), and \( \langle \cdot, \cdot \rangle \) is the inner product (87) for the space \( \mathcal{S}_m, m \in \mathbb{N} \). In addition the \( \varepsilon_k \)'s are i.i.d. Gaussian random variables with mean zero and variance 1 for all \( k = 1, 2, \ldots, n \).

Proof: We shall rewrite the linear functionals of (54) in inner product form, i.e., as projections in \( \mathcal{S}_m \). The existence of an inner product form representation is guaranteed by the Riesz lemma (see, for example, [23]). Thus, there exists a set of functions \( \phi_k \in \mathcal{S}_m \), such that
\[
L_k u = \langle \phi_k, u \rangle
\]
for all \( k = 1, 2, \ldots, n \). Since \( \mathcal{S}_m \) is a RKHS, we also have that
\[
\phi_k(t) = \langle \phi_k, K(t) \rangle = L_k K(t)
\]  
(69)
\[
= \int_{t_k}^{t_{k+1}} K(t, s)\varphi_k(s)\,ds.
\]  
(60)
where \( K(t) = K(\cdot, t) \), for all \( t \in \mathbb{T} \).

2) Reconstruction of Stimuli in Sobolev Spaces: As shown in Section IV-B1, a PIF neuron with random threshold provides the reader with the set of measurements
\[
\langle \phi_k, u \rangle = q_k + \varepsilon_k
\]  
(58)
where \( \phi_k \in \mathcal{S}_m \) for all \( k = 1, 2, \ldots, n \). Furthermore, \( (\varepsilon_k), k = 1, 2, \ldots, n \), are independent and identically distributed (i.i.d.) Gaussian random variables with zero mean and variance 1. The presentation below closely follows [23].

An optimal estimate \( \hat{u} \) of \( u \) minimizes the cost functional
\[
\frac{1}{n} \sum_{k=1}^{n} (\varepsilon_k - \langle \phi_k, u \rangle)^2 + \lambda ||P_1u||^2
\]  
(59)
where \( P_1 : \mathcal{S}_m \mapsto \mathcal{H}_1 \) is the projection of the Sobolev space \( \mathcal{S}_m \) to \( \mathcal{H}_1 \). Intuitively, the nonnegative parameter \( \lambda \) regulates the choice of the estimate \( \hat{u} \) between faithfulness to data fitting (\( \lambda \) small) and maximum smoothness of the recovered signal (\( \lambda \) large). Details about the RKHS \( \mathcal{H}_1 \) and its reproducing kernel \( K(t, s) \) can be found in Appendix C. We have the following result [23].

Theorem 6: Assume that the stimulus \( u = u(t), t \in [0, 1] \), is encoded into a time sequence \( (t_k), k = 1, 2, \ldots, n \), with a reduced PIF neuron with random threshold that is fully described by (53). The optimal estimate \( \hat{u} \) of \( u \) is given by
\[
\hat{u} = \sum_{i=1}^{m} d_i \chi_i + \sum_{k=1}^{n} c_k \psi_k
\]  
(60)
where
\[
\chi_i(t) = \frac{t_i^{i-1}}{(i-1)!}
\]  
(61)
\[
\psi_k(t) = \int_{t_k}^{t_{k+1}} K^*(t, s)\varphi_k(s)\,ds
\]  
(62)
and the coefficients \( [c]_k = c_k \) and \( [d]_i = d_i \) satisfy the matrix equations
\[
(G + n\lambda I)c + Fd = q
\]  
(63)
\[
F^tc = 0
\]  
(64)
with \([G]_{kl} = \langle \psi_k, \psi_l \rangle, [F]_{kl} = \langle \psi_k, \chi_l \rangle\) and \([q]_k = q_k\), for all \( k, l = 1, 2, \ldots, n \), and \( i = 1, 2, \ldots, m \).

Proof: Since the inner product \( \langle \psi_k, u \rangle \) describes the measurements performed by the PIF neuron with random thresholds described by (53), the minimizer of (59) is exactly the optimal estimate \( u \) encoded into the time sequence \( (t_k), k = 1, 2, \ldots, n \). The rest of the proof is given in [23].

The representation functions \( \psi_k \) are given by
\[
\psi_k(t) = P_1(\varepsilon_k) = \langle P_1\varepsilon_k, K(t) \rangle = \langle \varepsilon_k, P_1K(t) \rangle
\]  
(69)
\[
= L_k K(t) = \int_{t_k}^{t_{k+1}} K^*(t, s)\varphi_k(s)\,ds.
\]  
(70)
Finally, the entries of the matrices $\mathbf{F}$ and $\mathbf{G}$ are given by

$$
\begin{align*}
\mathbf{F}_{kl} &= \int_{t_k}^{t_{k+1}} \chi_l(s) \varphi_k(s) ds \\
\mathbf{G}_{il} &= \langle \psi_k, \psi_l \rangle = \int_T \psi_k^{(m)}(s) \psi_l^{(m)}(s) ds
\end{align*}
$$

for all $k, l = 1, 2, \ldots, n$, and $i = 1, 2, \ldots, m$. The systems of (62) is identical to the one described in Theorem 1 in [23]. □

Algorithm 1: The coefficients $\mathbf{c}$ and $\mathbf{d}$ satisfying the system of (62) are given by

$$
\begin{align*}
\mathbf{c} &= \mathbf{M}^{-1}(\mathbf{I} - \mathbf{F}(\mathbf{F}' \mathbf{M}^{-1} \mathbf{F})^{-1} \mathbf{F}' \mathbf{M}^{-1}) \mathbf{q} \\
\mathbf{d} &= (\mathbf{F}' \mathbf{M}^{-1} \mathbf{F})^{-1} \mathbf{F}' \mathbf{M}^{-1} \mathbf{q}
\end{align*}
$$

with $\mathbf{M} = \mathbf{G} + n \lambda \mathbf{I}$.

Proof: The exact form of the coefficients above is derived in [23]. □

V. ENSEMBLE ENCODING WITH HODGKIN–HUXLEY NEURONS

The complexity of the Hodgkin–Huxley formalism is daunting both from the information representation and from the stimulus recovery standpoint. This complexity is compounded when information is encoded with an ensemble of Hodgkin–Huxley neurons.

As we have shown in Section II, in the multiplicative (tangential) case, a Hodgkin–Huxley neuron is I/O equivalent with an integrate-and-fire neuron with a variable threshold sequence. This fact will easily be generalized to the case when the same stimulus is represented with an ensemble of independent Hodgkin–Huxley neurons. This allows us to reduce the information representation with $N$ Hodgkin–Huxley neurons to the same number of IAF neurons. An algorithm for stimulus recovery based on the spike train generated by an arbitrary subset of Hodgkin–Huxley neurons is provided in [18], [21] and will not be repeated here.

For simplicity, the rest of this section will only focus on encoding stimuli with an ensemble of Hodgkin–Huxley neurons with stochastic conductances in the additive coupling configuration. In view of the results in Section III, encoding of stimuli with an ensemble of Hodgkin–Huxley neurons with deterministic conductances can be similarly treated. As in Section III, the recovery algorithm will be based on interpolation splines (appropriately extended to the population case).

A. Ensemble Encoding With Hodgkin–Huxley Neurons With Stochastic Conductances

The $t$-transform of the reduced PIF neuron that is I/O equivalent to a Hodgkin–Huxley neuron with stochastic conductances is given by

$$
\int_{t_k}^{t_{k+1}} \psi_{11}(s) u(s) ds = \delta_{k+1} - \delta_k - (t_{k+1} - t_k)
$$

and, by abuse of notation, $(\varepsilon_k^i), k \in \mathcal{K}, i = 1, 2, \ldots, N$, is a sequence of independent Gaussian random variables with zero mean and variance equal to one, for all $i, i = 1, 2, \ldots, N$.

The coefficients $\mathbf{c}$ and $\mathbf{d}$ are given by

$$
\begin{align*}
\mathbf{c} &= \mathbf{M}^{-1}(\mathbf{I} - \mathbf{F}(\mathbf{F}' \mathbf{M}^{-1} \mathbf{F})^{-1} \mathbf{F}' \mathbf{M}^{-1}) \mathbf{q} \\
\mathbf{d} &= (\mathbf{F}' \mathbf{M}^{-1} \mathbf{F})^{-1} \mathbf{F}' \mathbf{M}^{-1} \mathbf{q}
\end{align*}
$$

with $\mathbf{M} = \mathbf{G} + n \lambda \mathbf{I}$.

Proof: The exact form of the coefficients above is derived in [23]. □

Algorithm 1: The coefficients $\mathbf{c}$ and $\mathbf{d}$ satisfying the system of (62) is identical to the one described in Theorem 1 in [23]. □

We note that the random variables $(\int_{t_k}^{t_{k+1}} \psi_{1m}(s) dW_m(s)), m = 2, 3, 4$, and $i = 1, 2, \ldots, N$, are conditionally independent Gaussian with conditional mean

$$
E \int_{t_k}^{t_{k+1}} \psi_{1m}(s) dW_m(s) = 0
$$

and conditional variance

$$
E \int_{t_k}^{t_{k+1}} \psi_{1m}(s) dW_m(s) \int_{t_k}^{t_{k+1}} \psi_{1m}(s) dW_m(s) = \int_{t_k}^{t_{k+1}} [\psi_{1m}(s)]^2 ds.
$$

for all $m, m = 2, 3, 4$, and known spike times $t_k, t_{k+1}$. Thus, the $t$-transform of PIF can be written

$$
\int_{t_k}^{t_{k+1}} \psi_{11}(s) u(s) ds = \delta_{k+1} - \delta_k - (t_{k+1} - t_k) + \varepsilon_k
$$

where $(\varepsilon_k^i), k \in \mathcal{K}, i = 1, 2, \ldots, N$, is an array of independent Gaussian random variables with zero conditional mean and variance

$$
E \varepsilon_k^i = \sum_{m=2}^{4} \int_{t_k}^{t_{k+1}} [\psi_{1m}(s)]^2 ds.
$$

As before we shall normalize the $t$-transform to

$$
\int_{t_k}^{t_{k+1}} \varphi_k(s) u(s) ds = q_k^i + \varepsilon_k
$$

where

$$
\varphi_k(s) = \frac{\psi_{11}(s)}{(E[\varepsilon_k^i]^2)^{1/2}} \quad \text{and} \quad q_k^i = \frac{\delta_{k+1} - \delta_k - (t_{k+1} - t_k)}{(E[\varepsilon_k^i]^2)^{1/2}}
$$

and

$$
\int_{t_k}^{t_{k+1}} \psi_{1m}(s) dW_m(s) = \delta_{k+1} - \delta_k - (t_{k+1} - t_k)
$$

According to the results in Section III, encoding of stimuli with an ensemble of Hodgkin–Huxley neurons with deterministic conductances can be similarly treated. As in Section III, the recovery algorithm will be based on interpolation splines (appropriately extended to the population case).
B. Ensemble Recovery

In this section, we formulate and solve the problem of optimal reconstruction of a stimulus encoded with a population of Hodgkin–Huxley neurons with stochastic conductances. A receiver or reader of the multidimensional spike train first builds a population encoding model based on reduced PIF neurons with random thresholds.

As in Section IV-B we require the desired reconstructed signal to minimize an appropriate cost functional and show that the reconstruction algorithm is the solution to a regularization problem. In a second step, the receiver implements the reconstruction algorithm using the multidimensional spike train generated by the population of Hodgkin–Huxley neurons.

1) Encoding of Stimuli With a Population of PIF Neurons: We consider a population of \( N \) reduced PIF neurons with random thresholds. Whenever the membrane potential reaches its threshold value, the neuron \( j \) fires a spike and resets its membrane potential to 0. Let \( t_{k,j}^j \) denote the \( k \)-th spike of neuron \( j \), with \( k = 1, 2, \ldots, n_j + 1 \). Here \( n_j + 1 \) denotes the number of spikes that neuron \( j \) triggers, \( j = 1, 2, \ldots, N \).

The \( t \)-transform of each neuron \( j \) is given by (see also (53))

\[
\int_{t_{k,j}^j}^{t_{k+1,j}^j} \varphi_{k,j}(s) \, ds = q_{k,j}^j + \varepsilon_{k,j}^j \tag{68}
\]

for all \( k = 1, 2, \ldots, n_j \), and \( j = 1, 2, \ldots, N \).

Lemma 9: The \( t \)-transform of the population of reduced PIF neurons with random thresholds can be written in inner product form as

\[
\langle \psi_{k,j}, u \rangle = q_{k,j}^j + \varepsilon_{k,j}^j, \tag{69}
\]

with \( \psi_{k,j} \) essentially given by (57) (with an added superscript \( j \)), \( q_{k,j}^j \) given by (67), and the \( \varepsilon_{k,j}^j \)'s are i.i.d. Gaussian random variables with mean zero and variance one for all \( k = 1, 2, \ldots, n_j \), and \( j = 1, 2, \ldots, N \).

Proof: Largely the same as the Proof of Lemma 8. \( \square \)

2) Reconstruction of Stimuli in Sobolev Spaces: Let \( u = u(t), t \in \mathbb{T} \), be a stimulus in the Sobolev space \( S_m, m \in \mathbb{N} \). In what follows our presentation below closely follows [23]. An optimal estimate \( \hat{u} \) of \( u \) is obtained by minimizing the cost functional

\[
\frac{1}{n} \sum_{j=1}^{N} \sum_{k=1}^{n_j} \left( q_{k,j}^j - \langle \psi_{k,j}, u \rangle \right)^2 + \lambda \left\| \mathcal{P}_1 u \right\|^2 \tag{70}
\]

where \( n = \sum_{j=1}^{N} n_j \) and \( \mathcal{P}_1 : S_m \hookrightarrow \mathcal{H}_1 \) is the projection of the Sobolev space \( S_m \) to \( \mathcal{H}_1 \). In what follows \( \mathbf{q} \) denotes the column vector \( \mathbf{q} = [q_{1,1}^1, \ldots, q_{N,n}^N] \) with \( [q_{j,k}^j]_k = q_{k,j}^j \), for all \( j = 1, 2, \ldots, N \), and all \( k = 1, 2, \ldots, n_j \). We have the following result [23].

Theorem: Assume that the stimulus \( u = u(t), t \in [0, 1] \), is encoded into a time sequence \( (t_{k,j}^j, j = 1, 2, \ldots, N, k = 1, 2, \ldots, n_j) \), with a population of reduced PIF neurons with random thresholds that is fully described by (68). The optimal estimate \( \hat{u} \) of \( u \) is given by

\[
\hat{u} = \sum_{i=1}^{m} d_i \chi_i + \sum_{j=1}^{N} \sum_{k=1}^{n_j} c_{k,j}^j \psi_{k,j}^j, \tag{71}
\]

where

\[
\chi_j(t) = \frac{t^{i-1}}{(i-1)!} \tag{72}
\]

and the coefficients vectors \( \mathbf{c} = [c_1^1, \ldots, c_N^N] \) with \( [c_k^j]_k = c_{k,j}^j \), for all \( j = 1, 2, \ldots, N \), and all \( k = 1, 2, \ldots, n_j \), and \( [d_i]_i = d_i \), for all \( i = 1, 2, \ldots, m \), satisfy the matrix equations

\[
(G + \lambda \sum_{j=1}^{N} n_j \cdot I) \mathbf{c} + \mathbf{F} \mathbf{d} = \mathbf{q} \tag{73}
\]

where \( \mathbf{G} \) is a block square matrix defined as

\[
\mathbf{G} = \begin{bmatrix}
G^{11} & \cdots & G^{1N} \\
\vdots & \ddots & \vdots \\
G^{N1} & \cdots & G^{NN}
\end{bmatrix}
\]

with \( [G_{ij}]_{kl} = \langle \psi_{k,j}, \psi_{l,j} \rangle \) for all \( i,j = 1, \ldots, N \), all \( k = 1, \ldots, n_i \), and all \( l = 1, \ldots, n_j \), and the vector \( \mathbf{F} \) is a column matrix defined as \( \mathbf{F} = [F^1, \ldots, F^N] \) with \( [F^j]_k = \langle \psi_{k,j}, \chi_i \rangle \), for all \( j = 1, 2, \ldots, N \), all \( k = 1, 2, \ldots, n_j \), and all \( i = 1, 2, \ldots, m \).

Proof: The noise terms

\[
q_{k,j}^j - \langle \psi_{k,j}, u \rangle
\]

that appear in the cost functional (70) are independent Gaussian random variables with zero mean and variance 1. The rest of the proof follows from [23]. \( \square \)

VI. CONCLUSION AND OUTLOOK

We recovered stimuli encoded with a population of Hodgkin–Huxley neurons. The basic Hodgkin–Huxley model is based on the assumption that the neuron is described by a limit cycle and that the stimulus causes only a small deviation from the unperturbed system. Three classes of neural encoders have been considered and presented in order of their perceived complexity.

First, we described a Hodgkin–Huxley neuron with multiplicative coupling. Such a neuron is O/R equivalent with an integrate-and-fire neuron. The threshold sequence of the IAF neuron is given by the set of interspike times of the Hodgkin–Huxley neuron with unit input. For bandlimited stimuli encoded with a Hodgkin–Huxley neuron with multiplicative coupling a perfect
recovery can be achieved provided that a Nyquist rate condition is satisfied. This result is closely related to the classical Shannon sampling theorem in signal processing. However, neurons operate asynchronously, and thus at least from a methodological viewpoint, results in irregular sampling theory are most closely related.

Second, we considered a Hodgkin–Huxley neuron with additive coupling and deterministic conductances. In this case the system of ordinary differential equations describing the Hodgkin–Huxley neuron accepts a solution consisting of a phase shift term and a small perturbation term. We showed that the Hodgkin–Huxley neuron with deterministic gating variables is I/O equivalent with a project-integrate-and-fire (PIF) neuron with a variable threshold sequence. The PIF neuron integrates a projection of the stimulus onto the phase response curve that is, in turn, modulated by a phase shift process. The phase shift process is described by a differential equation that is stimulus driven. The PIF neuron generates a spike whenever a threshold value is achieved; the values of the threshold sequence are explicitly given. The recovery was formulated using a spline interpolation method in the space of finite length bounded energy signals.

Third, we investigated a Hodgkin–Huxley neuron with additive coupling and stochastic conductances. Here the first-order I/O equivalent neuron turned out to be a PIF neuron with random thresholds. The stimuli were modeled as elements of Sobolev spaces that are analytically tractable and have desirable smoothness properties. The reconstruction was based on finding a stimulus that minimizes a regularized quadratic optimality criterion.

Fourth, all previous recovery results of stimuli encoded with Hodgkin–Huxley neurons with multiplicative and additive coupling, and deterministic and stochastic conductances were extended to stimuli encoded with a population of Hodgkin–Huxley neurons.

The work presented here opens new avenues of research including 1) real-time algorithms for stimulus recovery, and 2) finding performance bounds for jitter and error recovery. Extensions to a family of conditional phase response curves [13] will be discussed elsewhere.

APPENDIX

A. The Phase Response Curve and Its Evaluation

There are two methods of computing the phase response curve. The first method is based on simulations. It can be used for arbitrarily large perturbations, even if the next spike is delayed by more than the length of one cycle. In the latter case, the term delay might be confusing [9], [11]. More formally, one seeks the solutions to

$$\frac{d\mathbf{x}}{dt} = \mathbf{f}(\mathbf{x}) + \mathbf{I} \cdot A \delta(t - \theta)$$

and designates the phase delay or advance of the orbital solution as the value of the phase response curve for a given phase $\theta$ (see Fig. 4).

The second method is based on using the adjoint system [11]. This method is mathematically rigorously defined. It is, restricted however, to small perturbations. The phase response curve is central to the investigations of the encoding of stimuli with Hodgkin–Huxley neurons. Thus, efficient methods for evaluating the PRC are needed. We provide a key algorithm used in the literature [9].
Algorithm 2: The PRC is the vector $\psi_1(t)$ obtained by the following pseudo-program.

i) Find the orbital solution $x'(t), t \in [0,T]$, by integrating the system of differential equations

$$\frac{dx}{dt} = f(x).$$

ii) Compute $\Phi(T;0)$ by solving the system of linear differential equations

$$\frac{d}{dt} \Phi(t,0) = A(t)\Phi(t,0)$$

(74)

with $\Phi(0,0) = I$. Here $A = D(f(x(t)))^T$, i.e., the transposed Jacobian of $f$.

iii) Set

$$\phi_1(t) = \frac{dx}{dt}.$$

$\phi_1(t)$ is the solution to (74) with eigenvalue equal to 1; it is the vector that moves the system along the orbit.

iv) Compute $\psi_1(0)$ as an eigenvector of $\Phi^T(T,0)$ corresponding to the eigenvalue 1. Scale the result obtained so that the equality

$$\phi_1^T(0)\phi_1(0) = 1$$

is satisfied.

v) Compute the periodic vector $\psi_1(t)$ for all $t, 0 \leq t \leq T$, by solving the adjoint system

$$\frac{d\psi_1}{dt} = -A^T_1 \psi_1$$

with $\phi_1(0) = \phi_1(T)$ as the boundary condition. In order to achieve computational stability the integration has to be done backward in time.

In our presentation below we closely follow [22] and [23].

B. Interpolation Splines in Hilbert Spaces

We assume throughout that stimuli $u$ belong to the space of bounded energy over a finite domain $\mathbb{T}$, i.e., $u \in L^2(\mathbb{T})$. The information available to a decoder is a set of measurements

$$\langle \phi_k, u \rangle = q_k$$

(75)

where $\phi_k \in L^2(\mathbb{T})$ are known functions and $k = 1, 2, \ldots, n$. The inner products can be written in operator form as

$$Lu = q$$

(76)

where $q = [q_1, q_2, \ldots, q_n]^T$ and $L : L^2(\mathbb{T}) \mapsto \mathbb{R}^n$ is a linear operator defined by

$$Lu = [\langle \phi_1, u \rangle, \langle \phi_2, u \rangle, \ldots, \langle \phi_n, u \rangle]^T.$$

Finding $u$ by inverting (76) is, in general, an ill-posed problem. Additional “smoothness” conditions are needed. We introduce these by requiring that the reconstructed signal minimizes a quadratic criterion $||Ju||$, where $J : L^2(\mathbb{T}) \mapsto Y$ is a bounded linear operator, $Y$ is the range of $J$ and $||\cdot||$ denotes the standard $L^2$-norm over $\mathbb{T}$.

Definition 7: The solution to the interpolation problem

$$\hat{u} = \arg\min_{u \in \ker J} ||Ju||^2$$

is called an interpolation spline corresponding to the initial data $q$, the measurement operator $L$ and the energy operator $J$.

We restrict ourselves to the case where the operator $J$ has a finite dimensional kernel. The following standard theorem establishes necessary conditions for the existence and uniqueness of the interpolation spline. For a proof see [2].

Theorem 8: If $\ker(L) \cap \ker(J) = \{0\}$, and the range of $J$ is closed, then there exists a unique interpolation spline corresponding to the data $q$, the measurement operator $L$ and the energy operator $J$.

In order to derive the general form of the interpolation spline, we introduce the notion of reproducing kernel for a Hilbert space with respect to the energy operator $J$. This notion generalizes reproducing kernels associated with reproducing kernel Hilbert spaces [1].

Definition 8: The function $K : \mathbb{T} \times \mathbb{T} \mapsto \mathbb{R}$ is called the reproducing kernel of the space $L^2(\mathbb{T})$ with respect to the energy operator $J$, if

1) for any functional $L : L^2(\mathbb{T}) \mapsto \mathbb{R}$, the function $f(s) = LK(s, \cdot)$ lies in $L^2(\mathbb{T})$;
2) any functional $L : L^2(\mathbb{T}) \mapsto \mathbb{R}$ that vanishes on the kernel of $J$, i.e.,

$$Lu = 0, \quad \forall u \in \ker(J)$$

can be represented as

$$Lu = B(LK(s, \cdot), u), \quad \forall u \in L^2(\mathbb{T}).$$

Here $B : L^2(\mathbb{T}) \times L^2(\mathbb{T}) \mapsto \mathbb{R}$ is a bilinear form defined by

$$B(u, v) = \frac{1}{4}(||Ju + v||^2 - ||Ju - v||^2).$$

Theorem 9: The solution to the spline interpolation problem is given by

$$\hat{u} = \sum_{i=1}^{m} d_i \chi_i + \sum_{k=1}^{n} c_k \psi_k$$

(78)

where the set of functions $(\chi_i), i = 1, 2, \ldots, m$, forms an orthogonal basis for $\ker(J)$ and

$$\psi_k(s) = \langle \phi_k, K(s, \cdot) \rangle.$$ (79)
With \( \mathbf{d} = [d_1, d_2, \ldots, d_n]^T \), \( \mathbf{c} = [c_1, c_2, \ldots, c_n]^T \) and \( \mathbf{q} = [q_1, q_2, \ldots, q_n]^T \), the coefficients \( \mathbf{c} \) and \( \mathbf{d} \) satisfy the matrix equations
\[
\begin{bmatrix} \mathbf{G} & \mathbf{F} \\ \mathbf{F}^T & 0 \end{bmatrix} \begin{bmatrix} \mathbf{c} \\ \mathbf{d} \end{bmatrix} = \begin{bmatrix} \mathbf{q} \\ 0 \end{bmatrix}. \tag{80}
\]
Moreover \( \mathbf{G} \) is an \( n \times n \) matrix and \( \mathbf{F} \) is an \( n \times m \) matrix with entries given by
\[
[\mathbf{G}]_{ij} = \langle \phi_i, \psi_j \rangle, \\
[\mathbf{F}]_{ij} = \langle \phi_i, \chi_j \rangle, \tag{81}
\]
for all \( i = 1, 2, \ldots, n, \) \( j = 1, 2, \ldots, m \).

Proof: For the representation result of (78) see [2]. By substituting (78) into (76), we obtain
\[
[\mathbf{G} \mathbf{F}] \cdot \begin{bmatrix} \mathbf{c} \\ \mathbf{d} \end{bmatrix} = \mathbf{q}. \tag{82}
\]
For the rest of the equations define
\[
J_u(u, v) = ||J u||^2 - 2 \sum_{k=1}^{n} c_k \langle \phi_k, u \rangle - q_k,
\]
where the entries of the vector \( \mathbf{c} \) are the Lagrange multipliers. If \( \hat{u} \) is the optimal consistent reconstruction and \( v \in L^2(\mathbb{T}) \), then
\[
\frac{\partial}{\partial \alpha} J_u(\hat{u} + \alpha \psi, \mathbf{c})|_{\alpha=0} = 0 \Rightarrow B(\hat{u}, v) = \sum_{k=1}^{n} c_k \langle \phi_k, v \rangle. \tag{83}
\]
From the Cauchy–Schwarz inequality with \( v \in \ker(J) \), we have
\[
B(u_1, v) = 0.
\]
Therefore, for each of the basis functions of \( \ker(J) \), \( \chi_1, \ldots, \chi_m \)
\[
\sum_{k=1}^{n} c_k \langle \phi_k, \chi_j \rangle = 0
\]
which in matrix form can be written as
\[
\mathbf{F}^T \mathbf{c} = 0 \tag{84}
\]
with \( \mathbf{F} \) defined as in (81). Combining (82) with (84) we obtain (80). For more information see [2]. \( \square \)

C. Elements of Reproducing Kernel Hilbert Spaces

There is a rich collection of reproducing kernel Hilbert spaces that have been thoroughly investigated and the modeler can take advantage of [1]. As in [23] we restrict ourselves to a special class of RKHSs, the so-called Sobolev spaces. Sobolev spaces are important because they combine the desirable properties of important function spaces (e.g., absolute continuous derivatives, etc.), while they retain the reproducing property.

Stimuli are functions \( u = u(t), t \in \mathbb{T} \), defined as elements of a Sobolev space \( \mathcal{S}_m = \mathcal{S}_m(\mathbb{T}), m \in \mathbb{Z} \). The Sobolev space \( \mathcal{S}_m(\mathbb{T}) \), for a given \( m, m \in \mathbb{N} \), is defined as
\[
\mathcal{S}_m = \left\{ u, u', \ldots, u^{(m-1)} \text{ absolutely continuous, } u^{(m)} \in L^2(\mathbb{T}) \right\}, \tag{85}
\]
where \( L^2(\mathbb{T}) \) is the space of functions of bounded energy over the domain \( \mathbb{T} \). We shall assume that the domain \( \mathbb{T} \) is a finite interval on \( \mathbb{R} \) and, w.l.o.g., we set it to \( \mathbb{T} = [0, 1] \). Note that the space \( \mathcal{S}_m \) can be written as \( \mathcal{S}_m := \mathcal{H}_0 \oplus \mathcal{H}_1 \) (\( \oplus \) denotes the direct sum) with
\[
\mathcal{H}_0 := \text{span}\{1, t, \ldots, t^{m-1}\}, \\
\mathcal{H}_1 := \left\{ u \in C^{m-1}(\mathbb{T}), u^{(m)} \in L^2(\mathbb{T}) \right\},
\]
\[
u(0) = u'(0) = \cdots = u^{(m-1)}(0) = 0 \right\} \quad \tag{86}
\]
where \( C^{m-1}(\mathbb{T}) \) denotes the space of \( m-1 \) continuously differentiable functions defined on \( \mathbb{T} \). It can be shown [1] that the space \( \mathcal{S}_m \) endowed with the inner product \( \langle \cdot, \cdot \rangle : \mathcal{S}_m \times \mathcal{S}_m \rightarrow \mathbb{R} \) given by
\[
\langle u, v \rangle := \sum_{i=0}^{m-1} u^{(i)}(0)v^{(i)}(0) + \int_{0}^{1} u^{(m)}(s)v^{(m)}(s)ds \tag{87}
\]
is an RKHS with reproducing kernel
\[
K(s, t) := \sum_{i=1}^{m} \chi_i(s)\chi_i(t) + \int_{0}^{1} G_m(s, \tau)G_m(t, \tau)d\tau \tag{88}
\]
with \( \chi_i(t) = (t-i\mathbb{I})/(i-1)\mathbb{I} \) and \( G_m(t, s) = ((t-s)_{+}^{m-1})/(m-1)! \).

Note that the reproducing kernel of (88) can be written as
\[
K(s, t) = K^0(s, t) + K^1(s, t)
\]
with
\[
K^0(s, t) = \sum_{i=1}^{m} \chi_i(s)\chi_i(t), \\
K^1(s, t) = \int_{0}^{1} G_m(s, \tau)G_m(t, \tau)d\tau. \tag{89}
\]

The kernels \( K^0, K^1 \) are reproducing kernels for the spaces \( \mathcal{H}_0, \mathcal{H}_1 \) endowed with inner products given by the two terms on the right hand side of (87), respectively. Note also that the functions \( \chi_i(t), i = 1, 2, \ldots, m \), form an orthogonal basis in \( \mathcal{H}_0 \).

Remark 7: The norm and the reproducing kernel in a RKHS uniquely determine each other. For examples of Sobolev spaces endowed with a variety of norms see [1].
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